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BROADBANDING TECHNIQUES FOR MICRUSTRIP PATC' I ANTENNAS - A REVIEW

KC. Gupta
Department of Electrical and Computer Engineering

University of Colorado
Boulder, CO 80309-0425

Abstract

The need for development of wideband microstrip patch antennas has been very

well recognized. This article is a review of various techniques attempted for increasing the

bandwidth of microstrip patches. These include multiple resonator configurations (with

patches located on the same plane as well as multiple-layered substrate geometries) and

wideband impedance matching network approach. Various results reported in the

literature are discussed and areas for continued research efforts are identified.

1. INTRODUCTION

Narrow bandwidth available from printed microstrip patche's has been recognized as

one of the most significant factors limiting the widespread applications of this class ot

antennas. The operating bandwidth of a single linearly polarized patch antenna is limited

by its input VSWR (or reflection loss) and is inversely proportional to the Q-factor of the

patch resonator. Typical values for the fractional bandwidth are 2 to 4%. Over the last

decade, several attempts have been made for improving the bandwidth of microstrip

patches. This article is a review of various techniques employed for broadband design o!

microstrip antenna elements and arrays and attempts to present a comparison of the

results reported.
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Various techniques used to increase the bandwidth of microstrip patch antennas

may be classified as follows: (i) Decreasing the Q-factor of the patch by increasing the

substrate height and lowering the dielectric constant. (ii) Use of multiple resonators

located in one plane. (iii) Use of multilayer configurations with multiple resonators stacked

vertically. (iv) Use of impedance matching networks.

These techniques are discussed in Sections 2 through 5. Special considerations

for the bandwidth of circularly polarized patches are discussed in Section 6. Finally.

bandwidth considerations for arrays of microstrip patches are contained in Section 7.

Comparison of various approaches and concluding remarks are contained in the list

section.

Bandwidth Definitions

Since the bandwidth (BW) of linearly polarized single microstrip patches is usually

limited by the reflection loss at the input terminal, the commonly used definition for BW of

the microstrip patches is !Me frequency range over which the input VSWR is less than

certain specified value s. Usually t is taken equaLl to 2 but ccrtain specifications choose

s = 1.5. Thus one has to be careful while comparing bandwidths quoted in different

reports.

A concept of radi,-tion oandwidth for microstrip at.,ennas has been introduced in

[1]. The radiation BW is defined as the frequency range over which the radiated power is

within 3 dB of the incident power arid the radiation pattern is essentially tile same. The

second part of this definition can be made more specific by quantifying the allowed

variations in the radiation pattern (for example in beam direction, beam widtn, or the

sidelobe level). This definition is more comprehensive as the radiated power is reduced
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because of the input reflection as well as by other factors such as changes in voltage

distribution along the edges o, the patch.

2. BANDWIDTH OF SINGLE PATCH ANTENNAS

Input impedance and the impedance bandwidth of ;3 microstrip patch antenna may

be computed using its transmission line model or the cavity model. If we represent the

resonant patch in terms of a parallel L-C-G netwcrk, its inpjt admittance Yin can be written

as

Yin= G(l + 2jQ Af/f0) (1)

where 0 = wC/G and Af is the deviation trom ine center frequency f0. Bandwidth BW

defined for input VSWR to be better than s is given [2] by

BW= s-11
Qas (2)

For s=2, and substituting for 0 in terms of energy stored aid power radiated we can write

BW .- ý2-h Ge

n c ,/-ý•re- •0be (3)

where Ge is the edge conductance, h is the substrate thickness, be is the effective width

and Ere the effective dielectric constant of the equivalent microstrip line. From (3), we

note that the BW increases linearly with increase of h. Also, BW increases when 'r (and

hence vre) is reduced. Recognizing that the edge conductance for a patch width b is

given by 13],

Ge=--1-b for b/ 0 >> I
120 X0

k4)
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and

Go - -bf-o'-(bX) toi b/\o <

we find the fractional bandwidth 3W increases with the operating frequency f0t

Typical variation of 13W with h/X is depicted in [41 whereas variation with iiequency is

shown in [2]. Computations agree wilh the measured values. As pointed out in [3],

bandwidths up to 15% can be obtained at the expense of an increase In the antenna

height to about 0.1 wavelengths. However, such thick substrates are not desirable or

praclical because of the following reasons: (i) For probe-fed patches, an increase in the

substrata thickness causes an increase in the probe inductance which, in turn, creates

input matching problems. (ii) For microstrip-fed patches, increased substrate thickness

causes a. in..rease iunction reactance, which creates ,nurious radnation as wel! as the

input match problems. (iii) Thick substrates are not well suited for microstrip circuitry used

for signal distribution and phase shifting networks fabricated on the same substrate. (iv)

Thick substrates make it mechanically difficult to have antenna arrays Conformal to curved

surfaces (of aircraft, space cratt, missiles, etc.). (v) Many of the analysis and design

techniques used (cavity model, etc.) become inaccurate for thick substrates.

Decrease in the 13W of microstip antenna by decreasing the substrate thickness h,

or decreasing the width b, or by decreasing the lengh a (by increasing Cr) is consistent

with the general relationship between the 0 and volume of small antennas 151

A LJSefJl forruia for bandwidth of rnicrostnp patches is given by Munson [61 as

[W = 4f( /12)
1/32 (5)
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where t\W is the bandwidth in MHz (for VSWR < 2), f is the operating frequen cy in G(3Hz,

and t is the thickness in inches.

Non-rectangular Shaped Patches

Bandwidths available from circular rnicrostrip patches [7] are of the same order as

those available from rectangular or square shaped antennas. The two other geometries

which have been shown to yield wider bandwidths are: circular ring [8] and square ring [9]

microstrip antennas. As pointed out in [8], TM1, mode of the annular ring is a poor

radiator but TJ 1 2 mode of the ring yields a bandwidth about two times larger than the

bandwidth of a circular disk. The bandwidths for the rectangular patch and for th.

rectangular ring patch aie compared in [9], and in a typical case (Er = 2.50, h = 0,159 cm,

and f = 1080 MHz), the ring has a BW value 1.63 times that of the rectanguLar patcn.

Qualitative reasons for impeoved bandwidth a,'e the same in two cases. For ring

geometries, energy storage undernealh the patch is smaller but the power radiated from

the radiating edges is about the same.

3. SINGLE-SUBSTRATE MULTIPLE-RESONATOR CONFIGURATIONS

Use o! multiple resonant patches located in tCe same plane (on the top surfalce of a

single substrate) has been explored by several investigators [10-16]. The key idea in

these configurations is that the stagger tuned coupled resonators can yield wider

frequency response in the same way as obtained in the case of multi-stage tuned

amplifier circuits.

In [10], two narrow conducting strips are placed close (-2.5 to 3.0 times the

subslrate thickness) b) the the non-radiating edges of a rectangular patch (Fig. 1).

Bandwidth of 5% (VSWtI < 2, '0 = 350 MHz, or 1.27 cm thick silicone liberglass
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substrate) was obtained expenmentally. Coupling of parasitic patches to the radiating

edges of a rectangular patch has been described in [11). In -tis case, the parasitic

patches are X/4 long (shorted at the far ends, as shown in Fig. 2) and therefore the

locations of the radiating apertures do not change. A bandwidth 2.12 times that of a

single open patch (f0 =1.275 MHz, Cr = 2.5, h = 3.18 mrn, VSWR < 2) has been reported.

The characteristics of this configuration have been explained in terms of an antiphase

mode of a pair of coupled resonators and it is shown that the bandwidth improvement is

independent of The coupling capacitance.

Multiport network analyses of multiresonator configurations (Fig. 3 a,b and c) with

additional patches gap coupled to the radiating edges, to the non-radiating edges, or to

a!! the four edges of a probe-fed central patch are reported in [12] and [131. Coupling

gaps are modeled by multiport capacitive networks and two-dimensional analy-;s

(segmentation method) is used to evaluate input impedance as well as the voltage

distributions around the edges. Bandwidth (VSWR < 2) of the five-resonator

configuration (Fig. 3c) has been evaluated theoretically and experimentally to be 6.7

limes that of a single patch on the same substrate (rr = 2.55, h = 0.318 cm, and f0 = 3.16

GHz, 13W = 25.8%). Alternative multiport configurations wherein the additional resonators

are not gap-coupled but connected to the central patch through small sections of

inicrostrip lines (as shown in Fig. 4) have been discussed in [14,. Again mu!tiport network

modeling and p:anar analysis is employed and expedmental verifications are reported. For

the 5-patch configuration (Fig. 4(c)), a bandwidth improvement of 7.36 times over that for

a single palch (VSWR < 2, rr = 2.55, h = 0.318 cm, t0 = 3.18 Gtiz, BW = 24%) have been

repoiled.



Another interesting multi-patch antenna configuration is described in [15]. This

configuration consists of 4 triangular patches as shown in Fig. 5. The central patch A is

probe fed, the lower patch B is gap coupled, and the other two patches C and D are

coupled by short sections of microstrip lines. The design was optimized by experimental

iterations. A bandwidth (VSWR < 2) of 11.3% (t:r = 2.55, h = 1.6 mm, f0 = 3.19 GHz) which

is 5.4 times the bandwidth of a single rectangular patch antenna has been reported. Over

this bandwidth, the 3 dB beamwidth varies from 550 to 720 in the E-plane and 400 to 700

in the H-plane. The cross-pol Ic,-el is better than 14 dB in the H-plane and 12 dB in the E-

plane. Analysis and design of this type of antenna may also be carried out by the multiport

network modelling approach discussed for multiresonator rectangular patches in [112-141.

Such antennas may find use in applications where a wide bandwidth is required but

some variations in radiation characteristics over the bandwidth range may be tolerated.

There are two problems a.sociatud witi the use of the multiresonator

configurations described above: (i) larger area requirement and consequent difficulty in

using these configurations as array elements, and (ii) variations of the radiation paltern

over the impedance bandwidth of the configuration.

A modificato of tiCe ,-Iuihiresona-uor paches (for a',oiding the above-rriontion(,o wvo

problems) is described in [1 h. This configuration (shown in Fig. 6) is a modification cf the

non-radiating-edges coupled resonator configuration (shown in Fig. 3b). Six nmrrow

patches are coupled through capacitive gaps. Their lengths are equal bul widths are

ditferent. The configuratioQ was designed by experimental iterations. Measured

bandwidth (VSWR < 2) equal to 10 times Mat of a single patch of the same overall area has

been reported (cr = 2.2, h = 0.8 mi, f0 - 875 MHz, BW - 6%). Since the lize of this

multirosonator configuration is compact, the radiation pattern is consistently good over
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the bandwidth. Measured radiation patterns at 854 MHz and 897 MHz suppcort this

contention. Information regarding variation of gain over the bandwidth is not available in

[16]. Analysis and design procedures for this type of antenna have not been reported so

far. Of course, the multiport network modeling approach used for 3-patch configuration of

Fig. 3b can be extended to the six-patch configuration also. An alternative approach is to

model the multiple-resonator patch as a section of a multiple coupled microstnp line, and

to construct a coupled-line model (similar to the transmission line model for a single

patch). This concept of coupled-line model as applicable to a two-resonator configuration

is discussed in [1]. Certainly, multiple-resonator configuration with narrow patches

coupled along non-radiating edges, is an antenna configuration for which further detailed

investigations are recommended.

4. MULTIPLE-RESONATOR CONFIGURATIONS WITH PATCHES STACKED
VERTICALLY

In this approach, two or more layers of dielectric substrates are used. Resonant

patches are located on the top of each of the substrate layers and are stacked vertically.

Two-layer con' gurations are most common, although three dielectric layers( and three

patches) have also been used. The two patches may he identical (same si7e) or of slightly

different sizes (and hence resonant at slightly different frequencies). When the patches

have unequal dimensions, two different arrangements are possible. Smaller patches can

be located on the top layer (Fig. 7a) or the larger patch can be placed on the top (Fig. 7b).

Both of these arrangements have been used. When the smaller patch is on the top,

edges of both the smaller and the larger patches become the sources of radiation with the

effective aperture shifting from the bigger patch to the smallef patch as the frequency of

operation is increased. On the other hand, when the larger patch is on the top (and the
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smaller patch below), the boundary of the upper patch constitutes the radiating aperture.

The lower patch helps in the broadband excitation of the upper patch, and is termed as

the feeder patch. Of course, two patches can have identical dimensions in which case

the distinction between the feeder and the radiator patches disappears and the two

functions are merged together. In most of these two-patch configurations, the lower

patch is fed via a probe or a microstrip line. Two different ways of excitations of the upper

patch are available. We can use a vertical probe passing through a hole in the lower patch

and making contact to the upper patch. Alternatively capacitive coupling between the

patches is used to excite the upper patch.

Double layer two-patch configurations were initially used for dual frequency

microstrip antnlennas r[0,1-7. Wide bandwidth a-ppicatior was re-orted by Hal! et al in [1A]

wherein two-layer and three-layer configurations are described. In these designs, the

lower substrate layer is alumina (er = 9.8, h = 0.625 mm) where the feed line and the

associated circuitry is fabricated. The second and third layers are polyguide (Er - 2.32, h

= 1.59 mm) where the resonant radiating patches are fabricated (see Fig. 8 a and b).

Bandwidths of 13% and 18% (return loss > 10 dB, f0 - 10.6 GHz) were measured for two-

layer and three-layer configurations respectively. For comparison, bandwidth of a single

layer patch on alumina substrate is only 1.1%, while that on polyguide is about 6.6%. This

technique of capacitively-coupled stick-on antennas is well suited for certain applications

where the antenna may be regarded as an additional component in the

transmitter/receiver circuits.

There have been several reports of two layer antennas with an air-gap in between

the two layers. In the configuration described in [19], the lower patch has a smaller size

and acts as a feoder resonator. Out of the various configurations presented, S-band
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circular disc configuration has a bandwidth of 15% (VSWR < 2.0, air-gap th.cknuss not

specified). For the configuration reported in [20], a low rr dielectric foam material is used

to separate the two patches. For a spacing of 0.572 cm, a 17.3% BW (VSWR < 1.92,

3.85-4.58 GHz) is reported. The lower patch is smaller in size and is fed by a probe or a

microstrip line. The element has been used in 4x4 array of circularly polarized patches

(two teed points on each patch). An investigation of the two layer antenna performance

as a function of the air-gap spacing is discussed in [211.

An experimental study of vertically stacked triangular patches is reported in [221.

Both dual frequency and broadband operation are described. For two identical equilateral

tnangular patches fabricated on dielectric layers (with Cr = 2.55 and thickness 1.6 mm)

sepaiated by a foam thickness of 5.0 mm, a bandwidth of 17.46% (VSWR < 2, to 3.61

GHz) has been reported. For con-.)arison, the bandwidth of the same two-patch

configuration with zero foam thickness is only 2.5%.

All of the vertically-stacked multiple resonator configurations discussed above have

been designed by experimental iterations. However, analyses of such configurations

based on equivalent transmission line model [23] as well as based on full-wave spectral

domain approach [24,25] have been reported recently. In [231, the transmission line

model analysis of a two-layer rectangular patch is described. The upper patch is smaller,

and the region common to both the patches is modeled as a coupled line section.

Conceptually, the approach is similar to that described in [26] for a suspended patch

antenna excited by an electromagnetically coupled inverted microstrip feed. For the

configuration described in [23], a BW of 13.5% (f0 = 13 Gliz, VSWR < 2, lower and upper

jbstrates have h = 0.8 mm and Fr = 2.55) has been reported. For comparison the

bandwidth for a single patch is only 4.46%.
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Hankel transform domain analysis of two-layer circular patch configuration reported

in [24,251 is an extension of the analysis of a single layer open circular microstrip raoiating

structure discussed in [27]. Complex resonant frequencies of the unloaded two-patch

.onfiguration are found by solving the equivalent transverse transmission line circuits for

TE and TM components in the Hankel transform plane. Basis functions chosen for

current distribution take into account the edge condition. Green's functions in spectral

(Hankei transform) domain are in algebraic form. Coefficients of the immittarce matnx are

obtained via complex integration in tne spectral domain. Equating coefficients

determinant to zero yields complex resonance frequencies. Input VSWR characteristic is

obtained by using natural complex frequencies computed and an equivalent circuit

model. Radiation natterns are comnuted without inverting the Hankel transform current

distribution. Numerical resonant frequency and VSWR variation are shown to be in good

agreement with the experimental data (fr = 2.55, f - 2.4-2.8 (3Hz, dielecthc layers 1.6 mm

thick, air spacing between layers 10.0 mm, lower patch radius 20.8 mm, upper patch

radius 21.0 mm).

Vertically stacked multi-resonator configurations are the most widely used

broadband microstrip antenna elements. But, convenient practical design and analysis

procedures are not available so far. Analytical treatments based on the extension of cavity

and multiport network models are likely to be developed in the ;iear future.

5. IMPEDANCE MATCHING NETWORKS FOR BROAD-BAND MICROSTRIP
ANTENNAS

Approaches for widebanding of microstrip antennas discussed so far are based on

either the concept of decreasing the resonator 0-factor, or on the concept of coupled

multiresonator circuits. An entirely different approach makes use of wideband impedance
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matching networks to reduce the reflection loss at the input of the resonant patch

antenna. !t is an obviously natural solution from microwave circuit designers' point of view.

However, a very small number [28-32] of microstrip antenna designers have looked upon

the broadbanding problem from this angle.

As pointed out in [28,29,32], the maximum bandwidth obtainable by using an

impedance matching network can be calculated by using Fano's broadband matching

theory [33]. Treating the microstrip patch antenna as a parallel resonant circuit (as

discussed in Sec. 2), it can be shown the input impedance bandwidth BW is given by

3W =-1 11{( 1 )(s-1 )/s}
atC

where G is the shunt conductance in the parallel resoiant network and Z0 is the

characteristic impedance of the input transmission line. When Z0 =1/G, the relation (6)

reduces to (2) of Section 1. However, one ran find a value of Z0 that will maximize the 13W

in k6 ) and this is given by

2 •
ZO loptimumý 2sZ0 iptium-G(s + 1l/s)

(7)

For this optimum value of Z0, the optimum BW is given by

BWopt s

OfM 2s
(8)

For the usual value of s=2, BWopt, given by (8) is about 1.2 times the bandwidth given by

(2). It implies that it we do not insist on a perfect match at the center frequency, the
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frequency ran*ie over which the input VSWR is less than 2 can be increased by about

20%. This is consistent with Fano's theory [33] according to which maximum BW over

which a parallel resonant circuit can be matched for a VSWR < s, is given by [28],

1
BWmax-Q •.n((s+1 )/(s-l)} (9)

Comparing the values given by (9) with those given by (2), it can be shown that a

bandwidth improvement by a factor of 4.04 can be obtained (for s = 2) by designing a

perfect impedance matching network.

Experimental results reported in [28] point out a bandwidth improvement by a factor

of 3.9 (3 GHz, BW = 10%, s = 1.9) by using a shielded microstrip matching network

consisting of two resonator elements etched on the same substrate as the patch.

Configuration reported in [29], on the other hand, makes use of the teed probe

inductance (occurring in a thick substrate coaxial-fed microstrip antenna element) as a part

of impedance matching network. A series capacitance located at the top end of the probe

(Kapton layer shown in Fig. 9) forms a series resonant circuit which is used tor broadband

matching of the parallel resonant circuit constituted by the resonant patch antenna.

Experimental results show a marked improvement in the return loss (-11 .3 GHz, Ern =

1.06, h1 = 1.6 mm, Cr2 = 3.3 mm, h2 = 0.15 mm) but bandwidth improvement data is not

reported in [29].

Another wideband circular disc antenna making use of a series resonant circuit

(teed probe inductance being a part of the series resonance) is described in [30]. The

matching network (details not given) was optimized using CAD techniques and interlaced

directly with a triplate array teed network. For a 6 mm radius patch (er = 2.2, h = 3.2 rmm) a
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bandwidth of 35% of VSWR < 1.5 has been reported. Radiation patterns over the whole

band (7 to 10.5 GHz) shows little variation. Gain is about 6 dBi.

A forthcoming paper by Pues and Van de Capelle [321 describes in detail the

transmission-line matching network design for broadband microstrip antennas.

A single stub impedance matching technique for increasing the bandwidth of an

electromagnetically coupled microstnp patch (Fig. 10) is discussed in [31]. In this case,

the input impedance of the electromagnetically coupled patch was measured by a

network analyzer and component values for a network model (a capacitance in series with

a parallel RLC) were obtained by a computer-aided model fitting procedure. A stub circuit

was then designed to match to this load. A bandwidth of 13% (VSWR < 2, 3.375 GHz to

3.855 GHz, Erl = Er2 = 2.2, and d1 = d2 = 0.158 cm) was thus obtained.

As evident from the above discussions, broadband impedance matching networks

provide a really effective means of increasing the usable bandwidth of microstrip

antennas. A combination of this technique with the other approaches discussed earlier

woula perhaps lead to the optimum configuration for wide bandwidth microstnp patches.

Electromagnetically Coupled MicrostriQ PatchIs.-

The example of broadband patch discussed above (described in [31]) makes use of

an electromagnetic coupled patch (Fig. 10) consisting of two dielectric layers. The

feeding microstrip line is printed on the lower layer and the patch is on the top of the

upper dielectric layer. Such a coupling arrangement is frequently used in printed

microstrip antennas [18, 26, 35-37]. Electromagnetically coupled patches are preferred

as the feeding microstrip line network and other circuitry are located on a thinner (and

possibly higher Er if desired) substrate and the radiating resonant patch is fabricated on

the thicker and low Er layer.
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Electromagnetically coupled patches are very convenient from the broadbanding

point of view also. Impedance matching networks may be located on the lower layer

underneath the patch without requiring add~tional substrate area. Also the capacitive

coupling between the patch and the microstnp line constitutes a senes capacitance which

can be utilized as a component of the impedance matching network.

Some of these considerations are implicit in the bandwidth enhancement method

for electromagnetically coupled strip dipoles discussed in [36]. In this paper, it is

demonstrated that if parasitic metallic strips are incorporated in the structure either co-

planar and parallel to the embedded inicrostrip line open-end, or between the

transmission line and microstrip dipole, then substantial bandwidth enhancement can be

6. BANDWIDTH CONSIDERATIONS FOR CIRCULARLY POLARIZED PATCHES

Two different design philosophies are used for circularly polarized (CP) microstrip

patches. One of these makes use of the two spatially orthogonal modes of a square or a

circular patch. These two modes (each of them giving rise to a linearly polarized radiation

when excited independently) are fed through two orthogonally located feeds by two

signals which are equal in magnitude but are in phase quadrature. The bandwidth of

these two-feed circularly polarized antennas is the same as that for the corresponding

linearly polarized antennas, and all the broadbanding techniques discussed above are

applicable to this class of circularly polarized antennas also. Reference [38] is an example

where two vertically stacked circular resonator configuration is used to obtain a wide-band

circularly polarized patch. A branch line hynrid is used to split the incoming signal for two

orthogonally located feeds. A bandwidth of 13% (VSWR < 1.5) is obtained when the two

patches (fabricated on Fir = 2.55, 1.6 mm thick dielectric layers) are separated by air gap of
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0.08 - 0.09 X0 . The radius of the upper patch is 1.0 to 1 .1 times that of lower patch

(frequency - 2.4 to 2.8 GHz).

The second design approach used for circularly polarized patches does not require

a signal splitting network and makes use of only a single feed patch. There are several

configurations [39-42] based on this approach. All of these configurations make use of

two spatially othogonal modes of the patch. The resonance frequencies of these two

modes are made slightly different from each other. The patch is led at a frequency in

between these two resonances and the feed location is selected such that the two

modes are excited equally. Since the resonance frequency of one of the modes is lower

than the signal frequency and that of the other mode is higher than the signal frequency,

a proper selection of frequencies causes the two modes to be exciied 90- oui ot phase.

Thus the conditions for a CP radiation are met.

The bandwidth of the single feed CP patches is limited not by the input VSWR (as is

the case for linearly polarized patches), but by the degradation of the axial ratio as one

moves away from the center design frequency. Howaver, an analysis based on the cavity

model [43] shows that the required separation between the two resonance frequencies

and hence the axial ratio bandwidth is inversely propoitional to the 0-factor of the patch.

A comparison of the axial-ratio bandwidths for vanous CP patches, given in [40],

shows that the square ring configuration has a wider bandwidth (5.2%, axial ratio < 6 dB,

f - 3.0 GHz, Er - 2.50, and h - 0.159 cm) as compared to crossed strip, almost square

patch, corner chopped square patch, and a square patch with a diagonal slot

configurations. Another wideband single feed CP configuration is annular ring with an ear

configuration discussed in [42]. In this case, TM 1 2 mode is used and higher bandwidth is
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obtained tor small ratios of the outer to inner radii of the nng. A 6% bandwidth (axial ratio <

6 dB, fr = 2.52, h = 0.159 cm, f - 4.5 GHz) is reported.

As discussed in Section 2, rectangular nng and circular ring patches provide the

maximum impedance bandwidth among the single-layer, single-resonator patch

configurations. '-Ihus it is not surprising to note that these two configurations also provide

the maximum axial ratio bandwidth when used as single-Ieed CP configurations.

7. BROAD-BAND MICROSTRIP ARRAY CONFIGURATIONS

As the individual microstrip patches exhibit antenna gains of the order of 4-6 d03

only, they are frequently used in linear and two-dimensional array configurations. As a

general rule, arrays of broadband microstrip patches yield wide bandwidth- This is

illustrated in [381 where 4x4 array oi broad. . .d pat.hes is sho.wn to yi"ld .'.5%o/ bandwi,;dth

(VSWR < 1.5, gain > 18.8 dBi, efficiency > 62%, SLL < -22 dB) at 2.6 GHz using the

broadband CP patches discussed earlier.

Specially designed brcadband configurations for linear arrays have also been

reported [44,45]. The configuration discussed in [44] is a series fed linear array of

rectangular elements. The individual elements of this array are two-port rectangulair

patches. For two-port patches, the VSWR bandwidth depends not only on the patch but

also on the power transmitted to the output port. Thus much wider impedance

bandwidths are available in series-fed array. The design reported in [44] has a bandwidth

Or 40% (VSWR s 2) and a gain of -10 dB at x-band. The configuration employs a double

section non-uniform antenna (Fig. 11) having a length equal to about 5.0 Xmax and

consisting of two rows, spaced about 1.5 Xrrax, each of seven radiating patches.

The application of the log-periodic technique to the series-ted electromagnetically

coupled overlaid-patch array has been discussed in [451. A k-13 analysis of microstrip
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arrays is reported and indicates that the microstrip patch is not an optimum element for

log-pernodic arrays and that elements connected directly to the feed line result in the

arrays having a limited bandwidth. The addition of the series capacitance to the patch

equivalent circuit, implemented by electromagnetic coupling, allows an optimum to be

approached- Log-periodic overlaid patch array design (Fig. 12) has been reported to

have a 41 bandwidth with an input return loss of 8 dB, a gain of 8 dBi and a 30" backfire

beam whose beamwidth varies from 63 to 32 degrees across the band. In spite of

limitations on the ultimate BW obtainable, this design certainly extends the useful

application areas of microstrip antennas.

8. CONCLUDING REMARKS

Various techniques used for increasing the bandwidth of mic.rostrin paitcih antennas

have been reviewed. It is pointed out that the consideration of the impedance bandwidth

alone is not sufficient for broadband microstrip antennas, and a concept of radiation

bandwidth is introduced.

It has been discussed (in Sec. 2) that the 0-factors of the resonant patches can be

decreased and hence their bandwidths can be increased by increasing the height of the

dielectric substrates. The problems associated with thick substrates are: increased

reactance of the feed junction, and the radiation from the microstrip circuits included on

the same substrate. These difficulties may be overcome by using electromagnetically

coupled patches with feed network and associated circuitry on the lower (and thinner)

substrate. There is a need to develop design procedures for electromagnetically coupled

patches based on the extension of cavity mode! or multiport network model.

Among the three other approaches used for obtaining wider bandwidth, more

attention needs to be directed to the application of wideband impedance matching
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network approach discussd in Sec. 5. 1,he only difficu'ty with tIfis method is the need for

larger substrate area required for incorporating the matching network Again. the use of

electromagneocally coupled patches snould prove very useful since the matching

rieiwork can be imcorporated at the lower level, possibly underneath the patch itself.

Further research etforls need to be pointed in this direction.

Between the two different methods of constructing multresonafor coupled patch

configurations, the two-layer configuration with vertically-stacked patches requires smaller

area and does not suffer mUCh from pattern degradation with frequency. This

configuration is used frequently but most of the designs are carried out by experimental

iterations. Convenient models and analysis procedures need to be developed so th3t

the design and optimization of these configurations can be carri J out more

systematically. Among the various configurations with multiple patches on the same layer,

the configuration with the six narrow patches coupled along the non-radiating edges [15]

has yielded the most promising results. Further research leading to analysis and design

of this type of geometry is desirable. A multiple coupled rnicrostrip line model, proposed

Hy fr -,t,,, patches counled along the non-radiating edges 11], appears to be a

reasonable approach for this purpose.

The search for an "ideal" wideband printed microstrip antenna is still on. Perhaps a

combination of various approaches discussed in this review would lead to an optimum

broadband configuration. We can look forward to continued research in this area.
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Fig. 1 A rectangular patch antenna with parasitically coupled strips [101.
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Fig. 2 A rectangle with two X14 shorted patches coupled to the non-radiating edges
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Fig. 3 (a) Radiating-edges gap-coupled microstrip antenna [12];

(b) Non-radiating edges gap-coupled rnicrostrip antennas [13]1 and

(c) Four-edges gap-coupled microstrip antenna [13].
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LO =1 0
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Fig. 4 (a) Radiating-edges directly-coupled iicrostrip antenna [141;

(b) Non-radiating edges directly-coupled microstrip antonna [141 and

(c) Four-edges directly-coupled microstrip antenna [14].
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Fig. 6 A multiresonator microstrip antenna using six narrow patches coupled at the non-

radiating edges [161.



(a)
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Fig. 7 (a) Two-patch two-layer antenna with smaller patch located on the top layer.

(b) Two-patch two-layer antenna with larger patch located on the top layer.

rodiot~ng
tiement

1 base r h 2

E -----n ý

Fig. 8 (a) and (b) Examples of wideband microstnp anlennas for circuit integration [18].
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Fig. 10 A single stub impedance matching technique for increasing the bandwidth of an

electromagnetically coupled microstrip patch [31].
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ABSTRACTI

The Lildl d LLel i CL(S 01' elleCLT1oldyrleticdi y Loupled puLcJ, (EMCP)

antennas consisting of a driven rectangular element in the bottom

and identical parasitic elements on the top have been investigated

experimentally. The antenna was excited at the resonant frequency

of the TM0 1 mode with ieflon spacers to vary the spacings between

the antenna layers. Experimental results indicate that, for the

two-layer [MCF antenna, the characteristics can be separated into

three regions depending on the spacings between the driven and

parasitic layers. Significant improvement in bandwidth is possible
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only in region 1, and high gain with about one percent bandwidth is

achievable in region 3. Region 2 generally has poor radiation

characteristics and is therefore not suitable for antenna

applications. For the three--layer EMCP antenna operated in thE nigh

gain region 3, experimental results show that the overlaying

parasitic elements can enhance the gain (db) and reduce the

beamwidth of the antenna by a factor of two or better.

INTRODUCTION

Microstrip antennas are known to have narrow bandwidth and low

gain. In recent years, research on bandwidth improvement utilizing

PdTasitIC element, has been extensive and significant results have

been made. By coupling coplanar parasitic elements to a fed patch

antenna, a bandwidth five times as large as that of a single patch

has been reported [11. The problem of gain enhancement has received

disproportionately little attention in the literature. A method to

increase the gain of printed circuit antennas using superstrates has

been proposed by N. G. Alexopoulos et al [2]. lhis method requlies

the use of a superstrate with eithei 4ery large dielectric constant

E or permeability p. The practicality of this method depends on the

availability of such materials. In a recent article, it was

demonstrated that by placing closely spaced parasitic elements in

the same plane of a driven patcn, substantial enhancement of the

gain was obtained [3]. It appears that, as in the case of

bandwidth, parasitic elements play an important role in enhancing

the gain of a microstrip patch.
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This paper reports an experimental investigation of a two-layer and

a three-layer EMCP antennas. Although the two-layer geometry has

beei studied by several investigators [4, 51, the emphasis of

previous studies was on bandwidth improve,,ent, and the spacing, s,

between antenna layers seldom exceeded 0.15 X (. = dielectric

wavelength).

In a recent study [6] of a two-layer EMCP antenna with air spacing,

it has been established that, aependiný on the spacing, s, the

antenna characteristics can be divided into three regions:

significant improvement in bandwidth is possible only in region 1,

and high gain is achievable in region 3. Region 2 generally has

poor radi at÷on characteristics and is ther-efore not suitable for

antenna applications. The high gain region begins at approximately

0.3 , (.61cm) and is accompanied by a narrow bandwidth of 1-2%. It

is tnerefore reminiscent of a Yagi antenna. In this paper, ristlts

for the characteristics of a two-layer and a three-layer EMCP

antennas with teflon spacers separating the antenna layers are

presented. The three-layer EMCP antenna with two overlaying WxI
parasitic airectors was designed to operate in the high gain recion.

EXPERIMENIAL RESULIS

The microstrip patch used in our experimcnt is shoý.,n ii, Fig. la.

The patch with dimensions a- 1 .5 Lm and b-l .0 cm is fabricated on

Cuflon substrate with Cr=' 2.17  anid thickness 0.025 cm (10 tnil). T e
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two-layer EMCP antenna consisting of Ln overlaying paTasitic element

and a driven patch is shown in Fig. lb. The driven patch was

excited with a coaxial probe at the resonant frequency of the TMOI

mode. In the experlment, the spacing betweer antenna layers was

incremented in multiples of 0.381 mrn (15 miI) using teflon spacers.

For each spacing, s, the E and H-plane patterns and the swept

frequency response were measured. From 'ih-se, the resonant

frequency as well as the antnina ga.in can be estimated. The

estimated gains computed from th? formula [7]

26000

Gain (db) - 10 log ( )
HPE' HPH°

are found to agree to within ± 0 6 db of the measured values. 'The

characteristics for the case of 10 mil substrates foT both driven

and parasitic patchps are summarized in Table-l. As in the case

with air separation, the antenna characteristics can be divided into

three regions: region 1 (0 < s < 0.114 cm) exhibits a double-humped

response characte i.<itcs with an estimated gain of about 7 db;

region 2 (0.305 s ý 0.381 cm) has "aunormal" radiation patterns

whi ie region 3 (. > 0.61 cm) cxhibits "normal" pattern shapes and

has an estimated gain of aboit 11 db. Representative patterns for

ea.zh region eae shown in Fig. 2.
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To evaluate the concept of gain enhancement using parasitic

directors, a three-layer EMCP antenna with two identical rectang 1 Ar

parasii.c patches was tested. The EMCP antenna was designed with

proper spacings, s, for oDeration in the high gain region. For

comparison purpose, antenna gain, radiation patterns and swept

frequency response of a single micrcstrip patch and a two-layer EMCP

antenna were also measured. The experimental results are given in

Table 2. Based on these results, the following comments can be made:

a) The presence of parasitic directors reduces the 3 db

beamwidth of both the E and H-plane patterns. lhe 3 db

beamwidth of the E-plane is reduced from 1030 to 450 with

one parasitic director and to 30' with two parasitic

directors, while the 3 db beamwidth of the H-plane is

reduced from 70' to 50' to 35' respectively. The E and

H-plane patterns are shown in Figures 3 and 4.

b) As indicated in the swept frequency measurement in Fig. 5,

tLE paTasit-ic. dis .C. -1 • ,h• rsonn.... frequency from

10.12 GHz for the single patch to 10.06 GHz for the

two-layer and to 10.02 GHz for the three-layer EMCP

antennas.

c) The spacings for operating in the high gain region are

0.35 N for the two-layer; 0.35 X and 0.47 x for the

three-layer antennas.
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d) Antenna gains were medsured using the image method under

mismatched conditions [8]. The measured gain for the

single patch is 4.7 db compared to 8.4 db for the

two-layer and 10.6 db for the three-layer EMCP antennas.

It appears that further increase in gain is possible with

additional directors.

CONCLUSION

In conclusion, experimental results for a two-layer and a

three-layer EMCP antennas have been presented. In addition to the

large bandwidth region at s < .114 Cm, a high gain region is found

l > 0.3 'A. For the ,,e--layer [.IC antenna operated, in the high

gain region, the parasitic directors enhance the gain of a

rectangular patch antenna from 4.7 db to 10.6 db, and reduce the 3

db beamwidth from 1030 to 300 for the E-plane and from 700 to 350

for the H-plane. The three-layer EMCP antenna exhibits similar

characteristics as a Yagi antenna with over 10 db gain and with

about 1-2% bandwidth.
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Table 1. Characteristics of a rectangular EMCP antenna with teflon
separation: a=l.Scm, b=l.Ocm, Er=2.1 7 , tl=t 2 =0.0254cm.

Spacing fOl Pattern 3 dB Estimated Bandwidth*
s shape beamwidth gain

(cm) (GHz) (deg.) (dB) (v/o)

0.000 10.3 normal 88 x 65 6.6 7.1
0.038 10.8 normal 78 x 65 7.1 3.0
0.076 10.5 normal 82 x 65 6.9 1.7
0.114 10.5 normal 78 x 65 7.1 1.5

0.305 10.3 abnormal - -
0.343 10.2 abnora1al
0.381 10.2 abnormal - -

0.610 10.1 normal 40 x 50 11.1 1.0
0. 10. normlC, 40 x 55 10.7 /.0
0.762 10.0 normal 40 x 50 11.1 1.0

Single 10.2 normal 110 x 70 5.3 2.3
patch

*Range of frequencies for which the real part of the impedance is
greater than one-half of its value at resonance.
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Table 2. Characteristics of a rectangular electro-
magnetically coupled patch antenna with
a=l.5 cm, b=l.0 cm

Antenna Single
Types Patch Two-layer Three-layer

3 do beamwidth
(E-plane) 1030 45° 300

3 db beamwidth

(H-plane) 70° 50, T5O

Gain (db) 4.7 8.4 10.6

Freq. (GHz) 10.12 10.06 10.02

Element --- 0.35X 0.35X
Spacings 0.47X
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Fig. 1 Geometry of (a) rectangular microstri)
patch and (b) two-layer EMCP antenna.
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Fig. 4 H-plane patterns for (a) single patch, (b) two-layer
EMCP antenna and (c) three-layer EMCP antenna.
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THE ANNULAR SECTOR MICROSTRIP ANTENNA

MOUNTED ON PLANAR AND CONICAL SURFACES
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ABSTRACT:

When a microstrip antenna is mounted on a conical
surface, the planar element geometry which conforms to
that of the cone is the annular sector element. This
paper presents analytical and experimental results for
the annular sector microstrip antenna when mounted on
both planar and conical surfaces. The cavity model is
applied to analyze the resonant frequency, input
impedance, and radiation patterns of the element on a
planar surface. This theory is then expanded upon and
applied to the design of elements mounted on conical
surfaces. Experimental pattern characteristics of the
element mounted on a conical surface are presented, for
both the TM0 1 and TM1 modes. A set of design curves
has been developed to provide a practical means of
%A igning , ^ annular sector l ... n. 4 based u.n.. 41.

specified mode and resonant frequency.

1.0 INTRODUCTION:

The microstrip antenna has proven to be a very

useful element in many applications, because it may be

designed in a variety of geometric shapes, and it can

be conformally mounted on flat and curved surfaces.

Extensive analysis has been done for the more commonly
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used microstrip antenna geometries, including the

rectangle, 3quare, and the circular diskI 3 . However,

when a patch element is conformally mounted on a

conical surface, the geometrical constraints require

that the annular sector shape be used. On a planar

surface, the annular sector element is defined as shown

in Figure 1. Although some analysis has been done for

this element in the planar configuration4,5, very

little work has been reported in the literature

regardig analyn- • nd practIcal considerations for the

design of such an element mounted on conical surfaces.

This paper applies the cavity model theory to

determine the resonant frequency, polarization, input

impedance, and radiation patterns for the planar

annular sector element. This theory is extended to the

design of elements on conical surfaces by projecting

the dimensions of the conical structure onto a planar

surface, using the cavity model to design elements on

this g•v•l Aig• planar surface, and computing the

element dimensions as projected onto the cone.

2.0 TREORY:

The cavity model theory was originally developed

by Y. T. Lo et all for application to a wide variety of

3 ~3~3



p2

FIGURE 1:

ANNULAR SECTOR MICROSTRIP ANTENNA,

PLANAR ELEMENT CONFIGURATION
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canonical shaped elements. Basically, this theory

models the microstrip patch element as a cavity bounded

by electric conductors on the top and bottom, and

magnetic conductor walls on all sides. Restricting the

analysis to that of a "thin" substrate allows the field

components to be modelled as constant along the z-axis,

with the E-field in the cavity oriented along the z-

axis (TM2 ). By applying the appropriate boundary

conditions in a cylindrical, coordinate system, this

theory may be applied rspecifically to the annular

sector element.

Using such a cavity model, a series of (TM) modal

solutions may be obtained. Since this element is

analyzed in the cylindrical coordinate system, the

solutions are expressed in terms of circumferential

field variatio~ns as TML__ modes, with the subscripts

V~i

defined ash

p - number of circumferential field variations

q - the qth radial root for a given p

(q - 1, 2, 3, .0..)

To focus on the practical applications for this

element, the analysis presented here shall concentrate

on the design of two specific modes, the TMhe and TMn

modes. The fundamental difference between these two
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modes is that their internal field distributions, and

thus their radiation patterns, are polarized on

orthogonal axes. As shown in Figure 2. the E-field has

a radial component (Ep) for the TH0, mode, and a

circumferential component (EO) for the TM11 mode. This

provides a great deal of flexibility when implementing

the annular sector element in specific design

applications.

2.1 Resonant Frequency

The resonant frequency is computed by analyzing

the internal field structure of the element, subject to

the appropriate boundary conditions. The solution is

derived in terms of a wave function •kpq: (Ez =-j•) coq)

Ippq = [ AiJm(kp) + BiYm(kP) ] cos(mo) (1)

where Jm and Ym are Bessel functions of the first and

second kind, respectively, of order m. Applying the

boundary conditions on the electric and magnetic fields

leads to a characteristic equation:

Ju(ka)Y•(kb) - JI(kb)Y•(ka) = 0 (2)

m = p7Tijo, p = 0, 1, 2,

Any annular sector element design must satisfy (2).
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(a) TM 0 1 MODE (En)

(b) I'M1 MODE (Eo)

FIGURE 2: ANNULAR SECTOR E-FIELD DISTRIBUTIONS

342



Thus, given the physical dimensions (a, b, and 90~) of

the element, the resonant frequency may be computed by

solving (2) for kc, where kc = 2irf P/ofo~r ~.However.,

many design problems specify the frequency of

operation, and desire to determine the element

dimensions. This can be accomplished best by casting

(2) in another form. Let us express the characteristic

equation (2) as follows:

Yml(ka) = Yj(kb) (3)

In this form, the solution is obtained for a given

frequency (which fixes kc) and angle 00 (which fixes -m)

by determining the inner (a) and outer (b) radii that

satisfy the equation.

The practical application of th is may be seen by

Plotting j~r/~k)vs kr for the desired modes.

The resultant'- g-.~aphical solutions provide a set of

design tools for determining the dimensions of an

annular sector element. The characteristic curves for

the Th01 mode are shown in Figure 3. Note that the

solutions for the TMo1 mode are independent of the

sector angle 00. A set of TM1 , mode solutions are

shown in Figure 4 for a number of sector angles ranging
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from 10 to 60 degrees. These design curves are applied

by choosing the desired sector angle 0o, and finding

two points, ka and kb, which have equal values on the

vertical axis.

The dimensions calculated with this method do not

account for the fringing fields which extend beyond the

physical dimensions on the radiating edges. Thus, to

maintain resonance at a given frequency, the element

dimensions must be adjusted to compensate for the

fringing effects. Formulas have been developed for

various element shapes 2' 6' 7 . For the annular sector

element the microstrip line open circuit formula 8 was

modified to fit more closely with the measured data:

6l = 0.412h (Er + 0.300) (Weff/h + 0.264) (4)
(Er - 0.258) (Weff/h + 0.800)

Thus, (4) has modified the original formulation by

using the relative dielectric constant er, rather than

an effective dielectric constant. This method was

found to provide a more accurate prediction of the

resonant frequency, similar to observations made by

6others using differunt element shapes . Weff is an

effective element width, defined below.

Using Al, the physical dimensions of the element

may be adjusted to account for the fringing effects.
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The resonant length of the element depends upon the

selected mode. Shown in Figure 2, the TM01 resonant

length is on the radial axis, whereas the TM11 resonant

length is on the angular axis. Thus, the element

corrections to account for fringing in these two modes

are derived as:

TM0 1 Mode:

Weff - a + b .o (5a)

2

a' = a + Al (5b)

b' = b - Al (5c)

.00 = 0 (5d)

TM11 Mode:

Weff = b - a (6a)
a' a (6h)

b= b (6c)

a3, 3 4b (6d)a + b

The primed variables in (5) and (6) represent the

corrected physical dimensions of the element after

accounting for the fringing. (Note: angular variables

are expressed in radians.)
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2.2 Input Impedance

The cavity model may be used to calculate the

patch input impe ance using a coax probe feed.

However, the initial model must be modified to account

for the feed location in the cavity, and to properly

include the power loss due to radiation and dissipation

mechanisms. Basically, the input impedance is

proportional to the E-field, as given by:

hin VhEz = hEzI (7)

i T ! 1=1 amp

Thus, the probe feed is modelled as a 1 amp current

source located at ( pf, Of). To account for this

discontinuity, the analysis was modified to an

inhomogeneous problem using a technique of mode

matching. This technique allows the patch element to

be divided into two homogeneous regions, each of which

satisfies the source-free boundary conditions. The sum

of these modes are then matched to the source

discontinuity. The wave function kpq given by (1) is

expanded about the boundary at p = pf:

kq [-AJm(kP) + B Ym(kp)]cos(mp) (8a)
p=0 (a < p < pf)

2= [,Jm(k ) + BpYm(kp)]cos(mp) (8b)
p=0 (Pf < p < b)
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The wave functions in (8) were expanded in a series

form to include the reactive impedance contributions

from all higher crder modes. These formulations were

solved by enforcing field continuity between the two

regions. Thus, thE input impedance solution was

derived and found to agree with that by 0u4 :

Zinj!pn~h c [Jm(kpf)Yj~(ka) - Jml(ka)Ym(kpf)3
po II [j~k)Yjka)- YI(kb)JI(ka)3

p=0

*[Yý(kb)Jm(kPf) - JI(kb)Ym(kpf)) COS2 (m.0f) 1(9)

where 6o 1 for p = 0, and 0 for p .0 0. However, (9)

does not yet account f or the power losses due to

radiation (Prad)' and dissipation in the dielectric

(Pd) and copper plating (PC). Richards, et a19

developed an efetv loss tangent 6eff, equal to 1/Q

of the cavity:

deff~ = rad+ d4- .dP c (10)1
2 2 We

Thus, the power terms1 and the stored electric energy

we 10 are computed and used to develop this effective

loss tangent. This term for 6eff is then used to

express the wave number k as a complex quantity:
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keff = 2rf r(l - jieff)Po-Eofr (ii)

Finally, the complex wave number in (11) is substituted

into (9) to provide an accurate model for computing the

input impedance of the annular sector element.

2.3 Radiation Patterns

The radiation characteristics of this element were

computed using the equivalence principle. The electric

fields at all edges of the element may be derived from

(8) where Ez = -j Lp Opq. Huygen's principle was then

applied to obtain the equivalant magnetic current

densities on each of the cavity walls:

M = -2fi x AzEz (12)

By integrating these magnetic currents along the four

edges of the element, the far-field radiation patterns

were computed. However, to account for the edge

effects of the finite substrate ground plane, the

Geometric Theory of Diffraction (GTD)II was applied.

The radiation pattern theory was again applied

only to the annular sector element mounted on a planar

surface, although recent work has been done to develop

theory for evaluation of pattern characteristics on

more complex conformal surfaces 1 2 .
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3,0 EXPERIMENTAL RESULTO:

The theory developed for the planar annular sector

patch was applied to design both TM01 and TM11 planar

elements. Furthermore, to verify the application of

this theory to antenna design on conformal surfaces,

the planar dimensions were used to compute equivalent

element dimensions as projected onto a cone. The cone

structure fabricated for thesc tests had a 300 apex

angle and was t.,nt at both ends. as indicated in

Figure 2. The antennas were fabricated on a 0.062"-

thick substrate with a dielectric constant fr = 2.2.

The design frequency was chosen as f. - 2.5 GHz.

The characteristic equation (3) and fringing terms

(4)-(6) were used to compute the element dimensions.

However, when optimizing the input impedance, it was

observed that the impedance formula (9) provided a more

accurate prediction of the resonant frequency.

The resonant frequency measurements are compared

with theory in Table 1 for each of the element designs.

The resonant frequency was defined as the frequency

which has the minimum VSWR, or optimum impedance match.
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TABLE 1: RESONANT FREQUENCY:
MEASURED vs. THEORETICAL

Element Measured Theoretical Theoretical
Description (GHz) Using Eq. (3) Using Eq. (9)

(% error) (% error)

TM0 1 Planar 2.539 2.500 2.522
(1.5%) (0.7%)

TM01 Conical 2.527 2.500 2.522
(1.1%) (0.2%)

TM11 Planar 2.535 2.500 2.521
(1.4%) (0.6%)

TMII Conical 2.452 2.500 2.521
(1.9%) (2.8%)

The input impedance was optimized by applying (9),

and locating the feed point to maximize the 2:1 VSWR

bandwidth. The measured and theoretical impedance of

the four antenna elements are shown in Figures 5-8. As

can be seen., the agrebe"ment Is generallly good, wth th

exception of the TM0 1 conical element in Figure 6.

This element has good agreement for the resonant

frequency, but shows a discrepancy in the impedance

magnitude, which is believed to be caused by the close

proximity of the patch radiation edges to the truncated

cone edges.

The radiation patterns were measured for the TM01

and TM1 1 conical annular sector elements, and are shown
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in Figures 9 and 10, respectively. The pattern

characteristics for these two elements are summarized

in Table 2:

TABLE 2: MEASURED RADIATION PATTERN CRARACTERISTICS
FOR CONICAL MOUNTED ANNULAR SECTOR ELEMENTS

Element E-Plane H-Plane Peak Gain
Description HPBW HPBW (dBi)

TM0 1 Mode 90 Deg. 94 Deg. 6.8 dBi

TM1I Mode 86 Deg. 75 Deg. 5.5 dBi

One discrepancy to be noted is that the TM0 1 patterns

have an H-plane half-power beamwidth (HPBW) which is

W.i•@x than the E-plane bPBW. Although this is not

typical for a planar microstrip antenna, it may be

explained by referring to Figure 2(a), observing that

the radiating edges of this element are conformally

curved around the circumference of the cone, and thus

radiating over a wiLder azimuth range than a planar

element. Overall, the radiation patterns indicate that

the annular sector element may provide good coverage

when mounted on a conical surface.
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(a) ELEVATION PLANE (E-PLANE)

w I ,Ln. 44

(b) AZIMUTH PLANE (H-PLANE)

FIGURE 9: TM 01CONICAL ELEMENT RYNDIATION PATTERNS
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()ELEVATION PLANE (H-PLANE)

(b) AZIMUTH PLANE (L -PLANE)

FIGURE 10: TM 1 1 CONICAL ELEMENT RADIATION PATTERNS



4.0 CONCLUSIONS AND FURTHER APPLICATIONS:

This paper has applied the cavity model theory to

analyze the annular sector patch on planar and conical

surfaces. To provide a practical design method, a set

of design curves was presented for the TM0 1 and TM11

modes. Accurate formulas were developed to properly

account for the edge fringing. Experimental results

confirmed the accuracy of the planar element theory

when applied to the design of elements on conical

surfaces.

Further applications being pursued are the use of

annular sector elements in the design of conical

microstrip arrays, and the extension of this theory to

the design of circular polarized (CP) elements.
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MODE PURITY OF RECTANGULAR PATCH ANTENNAS

WITH POST AND APERTURE EXCITATIONS
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Electromagnetics Laboratory

Department of Electrical and Computer Engineering
University of Illinois

Urbana, Illinois

Abstract
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low cost, conformability, compactness, and light weight. Even the inherent high quality

factor of these antennas can be advantageous if a narrow band of operation is desired.

The microstrip patch ariteaa ctan be excited by various methods such as slot line,

coplanar waveguide, microstrip line, apertures, and posts. Each of the methods above has

advantages and disadvantages in the areas of fabrication, spurious radiation, feed

network/antenna design, and input impedance. It is the focus of this paper to investigate

the post feed and aperture coupling methods of excitation for identical rectangular

microstrip patches of various aspect ratios. Comparison between the two feeds will center

around the issue of mode purity, in this case, the 0,1 mode.

ro experimentally detect the excitation of modes other than the 0,1 mode, properties

of the far-field radiation, in particular, cross-polarization in the principal planes, will be

used.
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Introdoction

For linear polarization, it is usually desirable that the microstrip patch antenna be

excited in a single mode. Associated with the desired mode is a particular radiation pattern.

Any additional modes which are excited by the feed mechanism may result in additional

radiation which is likely to be undesirable. Hence, sorne types of degradation of the

dominant mode radiation pattern can be attributed to spurious modes of the patch.

One detrirnenta, effect ci mode contaurmation is a rise in the cross-polAza-,ion

lcveis. to, a, rectan2,Jlar rmicrostrip p.-tch aoterna opciaing :n the 0,1 mode, the cros-

polarization in the principal planes iz., thcorc dclly, zero. H-ere we use Ludwig's second

definition ; -j -, :-ioss-po1aiizatioil and defiie Eý as th;,. -- po. component anct Lo as cross-

pol component for the H-plane. In the E-plarnc, t!e reverse is tr E0 becomes the co-pol

component and E0 becomes the cross-pol component. For the 0,1 mode, cross-

polari7ation in either principal plane can be attributed to the excitation of additional modes.

Oberhart and Lo previously studied the cross-polarization of rectangular patch

antennas. In their study, the cavity model theory [4] for the rectangular microstrip patch

antenna was employed to determine a IECpoll/lExpoll ratio for a given feed location and

various aspect ratios ranging from 1.00 to 2.11. R. C. Hansen also discusses the cross-

polariL.at;on of square., rectangnlar, and circular microstfitp patches [5]. Rectangular

patches were the subject of investigation by Huynh, Lee, and Lee [6] in which the cavity

model theory was used to determine relative co-pol to cross-pol levels as a function of not

only aspect ratios but also feed position, substrate thickness, and relative permitivity of the

substrate supporting the patch.

The scope of this paper is to compare the purity of the 0,1 mode for identical

rectangular microstrip patch antennas where one is excited by a post and the other is excited

by an rectangular aperture. This comparison will be conducted for various aspect ratios

rae ging from 1.5 to 3.5 for both feed types.
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Construction and Measurements

The geometries of the two patch antennas are shown in Figures 1 and 2. The post-

fed patch (Figure 1) consists of a copper rectangle of appropriate dimensions which is

supported 2mm above a ground plane by Rohacell , a low loss, low permitivity foam (er

=1.071 and a loss tangent of .00156). The post, which is the center conductor of '085

coaxial cable, is located at (x=Q.Ornm, y=10.Omm). The post at this position will couple

strongly into the electric field of the 0,1 mode, less strongly to that of other modes.

The aperture-fed patch (Nigure 2) is configured identically. However, instead of

the pnst f P, a rc-1tani;..lar aperture (.5mm by 20mm) is cut in the ground plane. This

e locattd . , )mr•, y=25.0mm) and vili cou, le strongly to the magnetic field

of the 3,1 n,,,.& but ,fll , ot couple to as many hit',i order modes as the post because of

its symmetric location. A microstrip line which runs along the underside of the ground

plane separated by a 1/16" of Rexolite 2200 dielectric is used to excite the slot.

Scattering parameters were measured on a HP8510 Network Analyzer to determine

the exact resonant frequency of the 0,1 mode. Both Through-Line-Reflect calibration and a

standard 3-term calibration were used for error correction.

At the appropriate resonant frequencies, far-field iadiation patterns were taken for

both polarizations in both principal planes and one diagonal plane. The measurements were

conducted on a 20' by 20' ground plane range. The receiver used was a Scientific Atlanta

model which has a 40 dB dynamic range, Great care was taken to ensure proper

orientation of the rnicrostrip patch antenna and the alignment of the receiving horn antenna.

Results and Discussion

The original dimensions of the rectangular patches were a = 175mm by b L- 50mm

which gives axn aspect ratio of 3.5. The aspect ratios of the patches were varied from 3.5 to

1.5 in 0.5 increments by merely trimming the "a" dimension (while keeping the "b"

dimension constant). Although the cavity model theory predicts the 0,1 resonance to be
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3.00 GHz, due to the presence of the fringing fields at the edge of the patch, the actual

resonance frequency is depressed. The amount by which the "resonant frequency" is

perturbed is also a function of aspect ratio. In addition to the effect of the fringing fields,

the resonant frequency of the aperture-fed patch is decreased because of the presence of the

slot. Scattering parameters were measured to determine the exact 0,1 resonant frequency.

Far-field radiation patterns were measured at the exact resonant frequency. Although far-

field data was measured in both principal plmnes and in one diagonal plane, the most

meaningful data was gathered in the 11-plane.

Figure 3 shows the H-plane far-field radiation patterns for 1.5 aspect razj,'.

-eciangular patches fed both by post and aperture. The cross-polarization component Ed is

rclatively non-existent for the aperture-fed patch. However for the post-fed patch, cross

polarization levels as high as -23 dil are observed. The shape of the EO patteri sueIt;csts

that the 2,0 mode is being slightly excited. Nothing unusual is noted for the 1:1•, conip', cni

except for a ripple in the pattern at zenith which is believed to be the result of multiple

scattering.

Data for the 2.0 aspect ratio patches are presented in Figure 4. In the post-fed

patch, the 2,0 mode presence can clearly be detected in the pattern for the E0 component.

This is expected since the cavity model theory predicts that the 0,1 and 2,0 modes have the

same resonant frequency at this aspect ratio. Again the cross-polarization level for the

aperture-fed patch is considerably lower, with peaks in the neighborhood of -35 dH.

As the aspect ratio is increased to 2.5 (Figure 5), the aperture-fed patch is again

well behaved with respect to cross-polarization perforrniance. lIlowever in the case of the

post-fed patch, the cross-polarization, with peaks at the -23 dB level, still indicate the

Spresence of the 2,0 mode. The co-polarization component, Eý. begins to show side lobes

at 0 = 70' that are 33 dB down. These side lobes result from the extreme leng, th of the

principal radiating magnetic current.
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At aspect ratio of 3.0 (Figure 6), curiously enough, both post and aperture feeds

produce almost non-existent cross-polarization. The E0 component of the post-fed patch

shows that the side lobe is now well defined and levels are now peaked at 0 = 60" and have

risen to the -20 dB level. Side lobes also begin to appear in the apertuie-fed patch at the

-31 dB level for 0 = 70".

The final aspect ratio measured was 3.5 (Figure 7). The F_4 component for both the

aperture and post feeds show that the side lobe level is around -23 dB and that the side

lobes are not as well dcfined as in the case of the post-fed patch of aspect ratio 3.0. The E0

coi-oponent of the post-fed patch reveals that the 4,0 mode is being excited. The cross-

polarized field for the aperture-fed patch peaks around the -35 dB level.

It has been shown that one aperture feed produces a purer 0,1 mode excitation than

a particular post feed over a variety of aspect ratios for rectangular patch antennas. Only

one aperture dimension was investigated and no attempt was made to vary the input

impedance by manipulation of the feeds. It is quite certain that the mode purity resulting

from the aperture excitation is a function of both aperture feed dimension and position.
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ABSTRACT

A novel method of achieving circularly polarized

radiation with recLangular microstrip patches is

described. In this geometrical arrangement, two

stacked microstrip patches are orthogonally polarized.

The bottom patch acts as a partial ground plane for

the top patch, and the top patch does not

significantly affect the radiation from the bottem

patch. Energy is coupled to the top patch via a

diagonal aperture in the center of the bottom patch

while the entire system is fed by a single excitation

of the bottom patch. This excitation can consist of

any suitable feed for a microstrip patch. In this

case, a probe feed was utilized. Circularly polarized

radiatic-, then occuLs when the aperture is tuned for

3 dB coupling wit-i a 90 degree phase shift.
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(Fig. la). Consequently, the top patch does not

significantly affect the radiation of the bottom

patch, and the bottom patch acts as a partial ground

plane for the top patch.

2.2 Excitation

Only the bottom patch needs an external

excitation. This can be implemented as any suitable

microstrip patch antenna feed. In the case that is

being described here, a probe was utilized.

Consequently, the top patch is excited by energy that

is coupled through the aperture from the bottom patch

(Fig. 2).

The aperture itself is centered on the bottom

patch. However, its major axis is oriented on a 45

degree angle to both patches. In order to achieve

circularly polarized radiation, the aperture must be

tuned for 3 dB coupling with a 90 degree phase shift.

This can be accomplished by adjusting the aperture

size and its exact shape.

3.0 EXPERIMENTAL RESULTS

3.1 Geometry

An experimental prototype of the ACSCFP was

fabricated with two layers of 0.062 inch thick Rogers

R/T Duroid 5880 which has a dielectric permittivity of

IIof 2.20. Dimensions of the exact geometry are
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displayed in Fig. 3. Amplitude and phase tuning of

the aperture resulted in its unique shape.

3.2 Center Frequency

The operating center frequency of the element is

3.470 GHz where its return loss is 6.8 dB. This is

evident from the cusp in the Smith Chart and return

loss plots of the ACSCPP (Fig. 4) as well as the

measurements of axial ratio over frequency (Table 1).

A spin-linear radiation pattern that was taken in the

E-plane of the bottom patch at 3.470 GHz is

illustrated in Fig. 5. The axial ratio at this

frequency is 1.8 dB.

3.3 Bandwidth

The operating bandwidth of this element is

limited by its axial ratio. Below 3.450 GHz and above

3.490 GHz, the axial ratio is greater than 3 dB (Table

1). This resulted in a 3 dB axial ratio bandwidth of

1.01 %. From measurements of the relative radiated

power of each patch in the stack and the axial ratio

of the combined patches, the phase shift through the

aperture was calculated (Table 1). FLom Table 1 it is

evident that at the low end of the element's frequency

band, a poor phase shift through the aperture

contributes to the poor axial ratio there.

Conversely, on the ...Lher end of the band, a poor power
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split limits the axial ratio bandwidth.

The antenna tested here has been compared to a

single patch with a diagonal slot for circular

polarization (Kerr) [1]. The Kerr antenna was

fabricated on a substiate of the same dielectric

permittivity as the ACSCPP. Conversely, the substrate

was 0.128 inch thick in order to have the same overall

thickness as the ACSCPP. This was felt to be the most

fair comparison of antenna bandwidths. However, the

ACSCPP require that only the bottom patch be fed,

which means the feed probe or microstrip feedline

couresponda to a sub-tratc one-half the tota l anten,•

thickness. This can be very important for wide

bandwidth antennas on thick substrates where feed

inductance and/or radiation can cause severe problems.

The 3 dB axial ratio bandwidth of the Kerr

antenna was optimized to a value of 1.46 %, which is

gteatuc than the prototype oCQr r £UAoW V C.

ACSCPP may be capable of greater bandwidth if an

optimized design is developed. This development can

utilize the following interdependent parameters to

obtain the most desirable performance:

- Bottom patch width
- Aperture size and shape
- Top patch width
- Substrate thicknesses and permittivities.

During the development of the prototype ACSCPP, it was
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found that the resonant frequencies of the top and

bottom patches are affected differently by changes in

the aperture size. Therefore, trial and error design

is tedious and an analysis of the element would be

very benificial.

4.0 CONCLUSION

This paper has documented a proof of concept

design for ACSCPP. The input return loss was 6.6 dB,

and the 3 dB axial ratio bandwidth was 1.01 %.

Improving the input match in this case can probably be

accomplished by moving the feed probe closer to a

radiating edge of the bottom patch. The additional

distance between the aperture and the probe may also

result in an easier tuning procedure. Gains in axial

ratio bandwidth may be possible by optimizing the

aperture for an improved amplitude and phase coupling

profile. Furthermore, use of the ACSCPP requires

feeding only the bottom patch. This may be

advantageous for antennas on very thick substrates (as

when wide bandwidth is desired).

Finally, the ACSCPP may have a potential which

has yet to be investigated. Since the radiators are

stacked, materials with different dielectric

permittivities and/or thicknesses can be used for each

layer of the fabrication. This could provide a means

35L
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for obtaining dual frequency circular polarization

with a single element or circular polarization at one

frequency and linear at one u" two others. This would

require resonating the patches in both linear

directions.
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384



Page 9

SPlI
II-

ii V

11 '- I

(a)

Top patch

Aperture Bottom Patch

oiround Plane III'

(b)

Figure 2 (a) Top and (b) side views of stacked,
orthogonally polarized microstLip patches
with an aperture coupled top patch.

385



Page 10

. ... ~3.62 cm )m

. 2,68 cm

'__ _ _ _ _ _ _ _ _ '

S Top PatchI

IIl

Bottom Patch

(a)

-,-_IN

(b)

Figure 3 Dimensions of the prototype ACSCPP. The
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Am

Figure 5 Far-field, spin-linear pattern of the ACSCPP
at 3.470 GHz. The scale is 10 dB per
division.
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Abstract

A rigorous analysis of the natural resonance frequencies and input impe-
dance characteristics of an annular-ring-loaded (ARL) circular-disk micro-
strip antenna is preseinted. Using vector Hankel transforms (VHT), the
problem is formulated in terms of vector dual-hinegral equations. Galerkin's
method is then used to solve the equations to obtain the resonance frequen-
cies and the current distributions on the conductive patches arising fr-om a
probe excitation. Due to the singular nature of the current distribution, the
singularity subtraction method has been used to accelerate the convergence of
basis function expansions. Experiments for determining resonance frequen-
cies and input impedance characteristics of an ARL circular-disk microstrip
antenna with various substrate thicknesses have been made. The theoreti-
cal results are in good agreement with the experiment data even when the
electrical thickness of the substrate is 0.1 wavelength. It is shown that this
theory can be used to analyze some microstrip antennas with an electrically
thick substrate and mutua1 couptnt bet.. ee.n conductive Inatbs or b•etwween

the patch and the feed of a microstrip antenna.

I. Introduction

In recent years, microstrip antennas have aroused great interest in both
theoretical research and engineering applications due to their low profile,
light weight, conformal structure, and ease in fabrication and integration
with solid-state devices. Because of the inherent narrow bandwidth of mi-
crostrip antennas, many attempts have been made to improve their frequency
characteristics. In general, there are two efficient approaches to broaden the
bandwidth of the mnicrostripantennas, i.e., by increasing the substrate thick-

I This research is supported by a grant from National Science Foundation

NSF ECS 85-25891 plus a grant from TRW.
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ncss and by combining several patches with similar resonance frequencics on
the same or different layers of an antenna structure.

Unfortunately, some popular analysis methods for microstrip antennas
in the past, such as the cavity model method, are no longer valid in the
above cases because these methods do not consider the effects of surface
waves and fringing fields at the c ige of the patch. They cannot be used
to model easily the mutual coupling between conductive patches or between
the patch and the feed. Some efforts have been made to analyze the above
problems [1]-[3]; most of these used the exact Green's functions and spectral
domain moment formulation. Due to the limitations of computer resources,
the numerical results for the antennas with the thickness greater than 0.054
wavelength have not been given in [1]. In [2], an artificial approximation for
edge extension has been used as a correction because the analysis in [2] was
still based on a cavity model even though the substrate was electrically thick.
The analysis in [3] did not consider the singular nature of the current at the
feed region.

In this paper, the annular-ring loaded (ARL) circular-disk mnicrostrip
antenna with mutual coupling between the ring and the disk has been ana-
l!yzed in the spectral domain by using the vector Hankel transform (VHT).
First we study the natural resonance frequencies of the ARL circular-disk

antenna. The problem is formulated in terms of a set of vector dual integral
equations. Galerkin's method is then used to convert the integral equation
into a system of linear algebraic equations. The natural resonances can be
found by searching for the zeroes of the coefficient matrix. Good agreement
between theoretical results and experiment data has been obtained. Next.
the problem of an ARL circular-disk microstrip antenna excited by a probe
is studied. Due to the singular nature of the current distribution on the con-
ductive patch, the singularity subtraction method has been used to accelerate
the convergence of we unais junction xpansion. T A-- EM.F :ethod
is used to calculate the input impedance of the probe-excited antenna at the
groutnd plane of the antenna. Good agreement has been found between the
numerical results and measured data even for substrate thicknesses up to 0. 1
wavelength.

II. Integral Equations for the ARL Disk Antenna

Using the vector Hankel transform (VHT) formulation [1,4,5,7,S], the
vector dual integral equations for th2 ARL disk antenna shown in Figure 1
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are given by

00

e(p) = fdk kH,(kpp).(k,).K(k-,) =0, p< ai, < p< b, (1)

0

00

',(p) = dkpkpH,(kpp). Kr(kp) = 0, a, <p <a, p > b, (2)

0

where

[,o -- FO,,(p)/sinn (31

is related to the n-th harmonic of the electric field,

X. (P) = [ P - P)/ o ný]4
K.,(p)/sinn I(4)

is related to the n-th harmonic of the current on the ring and the disk,

..k )= r K<,,(k.) ]tl

is the VHT of the current r,(p) on the ring and the disk,

H,,(kop) = nJ kpp ,(k P (6)

is the kernel of the vector Hankel transform, and

r -l- RTM) 0
rtk()= [A<0 0 (7)

is the dyadic Green's function for the p and ] components of the current in

the VHT spectral space.

In the above, R1TMI and RTE are generalized reflection coefficients for

TM and TE waves, iespectively. They can be expresed as

RTE,TM RTE,TMC2ikid
RTE7,TM -•O -R{" (T8)2l

R1 + RTE,TAf R-TE,TA 2kd)01 1 o t2

For a dielectrical substrate backed by a PEC ground plane,

7T _ulk. - k _ - RT

1 ~~ ;-ik-±,k k.±k+ -12 L()
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TMlk= .. - ek,, = 1. (10)
0 1 ek.. + f kj' 1

Therefore, we obtain

R TM - ifIk, cos kld - tkI.. sinkld 011)i e k . cos kl,,d + e kI. sin ki, d'

RTE - ik, sinkl1 d + kl cos kid (12)ik,, sin kl,d - kl.. cos kl,,d'

where k, (k• - k") 2, ki, =_ (ki - kP,) 2

k2 L,,2 ,e, k? = W2 P C = L,2 (13)

and d is the substrate thickness. Equations (1) and (2) are the consequence
of imposing the mixed boundary conditions on the conductive patches at the
plane z = 0, namely,

e,(p)=0, p<a, and a<p<b (z=O), (14)

xn(p) = 0, outside the patches (z = 0) (15)

where en and in are given by equations (1) and (2), respectively.

IMl. Selection of Basis Funtions

In -ý.-lations (1) and (2), the current distribution Kcn(p) or its VHT

K,(kp) is unknown. We can solve for the unknowns using Galerkin's method.

To do this, we expand the unknown current in terms of a basis set. An orthog-
onal and complete set of eigenfunctions derived from the current distributions
of the modes of a magnetic-wall cavity is used to expand the currents on the

patches.

The current on the annular ring corresponding to the field of a TM,,n

mode of a magnetic wall cavity is [7]

(P) Am.7Pnm(p) a < p :__ b (16)

1 0 elsewhe'e '(

where
On"'(P) = n, (17)[ ijb3nm p /a

and

S(On"., -) - Jn(/3,,,-)N:(,(,3n) - J",(/3.)N,,(O3n,.P)
a a a
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nkV(fln0") 
-0.

03,, is determined from ='h(3,rnc) 0 where c = b/a. The VIT of c,,(p) in

equation (16) can be derived as

Kn(kp) = Ar.0.(kp) (IS)

where

na Y' (k,,)
Vnm,,kp) =[ a..,)2 -k2,•, ,o,(k)] (19)

Yvi(kp) = n(inc)J.(kpb) -, , (20)

Y,m,(kp) = CvI.n(O..mc)Jn(kPb) - ?I,.(O.Im)JS(kpa), (21)

where c = b/a. The current distribution on the circular disk corresponding

to the field of the TM,j mode of a magnetic wall cavity can be written as [8I

SC4,.a(p) p < (22)

S 0 p>a1

where i•"'(P)= "-yo'" ^'•
""Wl[ ,,(Y'/n1a)1 (23)

The VHT of K(p) in equation (22) is given by

Kn(kp) = Ct•,,(kp) (24)

where
-[ F,7n(YnL)Jfl(kpaj)1t..I(kp) = [ a I (2_5)

-y.,k, Unk-p-1 I ,J

and the eigenvalue -(,, can be determined from J¶(y,11) = 0.

For completeness, we have to include the currents corresponding to the

TE modes of the magnetic-wall cavity. The current on the annular ring

corresponding to the field of the TE,,P mode can be written as [71

SBpO.p (p) a < p !<_ b (6
X(){ 0 elsewhere

where

3 1 " 
( 2 7 )
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and
¢n(a.pp/a) = J.(a,.,rp/)N.(a.p) - Jn(<k.p)N,(o,,pp/a) (28)

Thu eigenvalue a,,p is determined by 0,(,,Qpc) = 0. The VHT of K,,(p) in
equation (26) can be derived to be:

-<.(kp) = Bp€.p(kp) (29)

where

lp.\(k,) k7a 0]Znp(k) (30)

and

Znp(k,) = cO',,(apc)Jn(kpb) - 0',(al),J,(kpa). (31)

For the circular disk, the current corresponding to the field of the TEq
mode is [8]

,n P , J o 7 ,,q p ) p __. a ,
0 elsewhere

where
,7.,19 p) = "J ( ,qP /,, (33)

The eigenvalue X,,g is determined by Jn(Xnq) = 0, and is the q-th root of the
equation. The VHT of r.,(p) in equation (32) can be written as

Kn(kp) = Dqiqnq(kp) (34)

whre

il,,,(kp) = 4,1(•r,/,) 0,x,) ,,k,, (35)

A complete set of vector basis functions approaching the current distri-
bution on the antenna patches then can be written as

At P

A.0. .m(p) + E pn P a < p <ý
M=l p=1

(p) L Q (36)

> CI,,(p) + 7 Dqj,,q(p) p !_ a,
q=1

0 elsewhere
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and the VHT of v,,(p) in equation (36) is
M P L Q

K.(k,) = E Am•,..(kp) + E Bpm.p(kp) + ZC4.I(k,) + L D,,.,(k,).
,n=l p= 11 q1=

(37)
Substituting equation (37) into (1), we obtain

M CO

E Am f kdk-F,0 (kpp) 0(k.) .tn(kp)
Irn-l d

0

p 00

4. Bp kPdk 0HR,(kPp)G(k.) kp)
P-=1  0

L 00

+ >cJ kP, dkp!•(kpp) . 0(kp) -. •(k,)
0

+ D, j ksdk 0 .( (k-p) •((k) -,in (kp) = 0. (38)
q=1 0

It can be shown from the derivation of K,,(kp) that equation (2) is satisfied
automatically. Therefore, we need only to solve equation (38) to obtain the
natural resonance frequen. ics of the microstrip antennas.

IV. Characteristic Equation for Eigenmodes

Equation (38) can be converted to a matrix equation by applying the
testing functions in Galerkin's method. Multiplying equation (38) by 4'j(p),
00 t (p), p,k(p) and Pqt(P), respectively, and integrating with respect to p
from 0 to oo for i = 1 ...... MI, j = 1 ...... P, k 1 ...... ,L, t = 1, Q
and using Parseval's Theorem for the vector Hankel transform [4], equation
(38) became a system of M + P + L + Q linear algebraic equations and can
be written in the following matrix form

XE' XA'A XA& WT1- A1

X00 X00 X01, X07 BA4 A C;" [ V (39)

A" A 7 A A7 Xq7

where
00

= dkP pa' ,,(kp .- (kp), fl,,j(kp),. (40)

0

397



where a and 0 can be either 0, or 77. Due to reciprocity, the matrix
in equation (39) is symmetric or A = Aýý . In the above, the superscript
t implies transpose. In order for the system of equations (39) to have a
nontrivial solution, its determinant must vanisb. Denoting the determinant
in equation (39) by D(w), we can conclude easily that the natural resonance
frequencies Lui of the microstrip antenna must satisfy the following equation

D(wi) = 0. (40a)

In general, the roots of equation (40) are complex with a negative imag-
inary part, indicating damping due to radiation loss.

V. Input Impedance of the Probe Excited Antenna

In order to find the input impedance of the ARL circular-disk microstrip
antenna excited by a probe as shown in Figure 2, we have to consider the
excitation probl n [1]. In this case, the electric field on the patches is not
only due to the current on the patch, but also due to the current on the
probe. To determine the transverse electric field on the patches due to a
vertical probe wikh a finite radius embedded in the dielecfric bubltLate, wk
have to find the field in the substrate due to the probe first. Using the dyadic
Green's function formalism, we can express the z-component of the electric
field in the substrate due to the probe as [1, 5]

P 1 ,3 / kzlýl
•rxP_ = 4rw~ dkp _:-sP~tk S e+"-:'•(z+12) Jo(hp)Jo(k,,R)

00

d -k1 I d +
d-l d+l (1

z> -- or z< (41)

where R, I and r are radius, length, and assumed uniform current of the
probe in the z-direction, rcspecti-cly, as shown in Figure 2. The function
sinc(X) = sin (X)/X.

Using the transmission and reflection properties of the electromagnetic
waves in a stratified medium [6], we can find the field in the upper-half space
from equation (41). For a probe location at p = ib', using the addition
theorem we can express the field in terms of a series of Bessel functions.
Then, the transverse components of the electric field in the upper-half space
due to the probe can be derived from E, yielding

[e=-,sinn] ' (42)
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and
00

ep= ] = dkPk *. Hn(kap) .S.(k.) (43)

0

S.(koP) --. 0 (44)

L ' o•--

IdýIcd f2  1 + R'FAfekd 1Pn(kp) Pdk• sinc 1"'M7rM-e~k

= esic [2JIi ~TMRTMe2ikh~dJ4rwe 2 -- k1 l1 12

1XT0~kI _ Jo(kJ?)J,(k, b')(2 - (45)

where 6,m is the Kronecker delta function and XTM = 1 + R--•

When the ARL circular-disk antenna is being excited by a probe, the

current distribution on the disk in the vicinity of the probe has a singularity

due to the singular nature of the field around tile probe, which results in

slow convergence. Therefore, the current JS(p) of a lossy magnetic wall

cavity under a probe excitation is added to the regular current distribution

JR(p) on the patch to accelerate the convergence [5] and the VHT of J5(p)

ctxl DU fuunu i closed frLm. as i,5]

-�, J0�RJ(k,.b') J.
K S (k ) - - ( 2 -

.

0 )_() )(k pa )
n~n k)a n J,,(k ka)|

2w L kt1 a kp l

rk,Jo(kR)J (_k b_'
_ k-k to (46)

0

where ki, is the wavenumber of the dielectric medium in the magnetic wall
cavity and canI be written aEs

k', = (1 + 7a) Ynm (47)
a,

where a is a positive loss factor. The expression in (46) consists of both

the singular term and the reflected wave term. Since we are only interested

in the singular term in (46), we can choose a to increase the loss such that

the reflected wave term is unimportant. Considering the excitation condition
and using the singularity subtraction, we can rewrite equation (1) as

R S

Jdkpk~lf,, (kPPY G(kp) -[K,, (k,) +IK,,(k,0] + JdkpkPHIL,(kP) -S,(kp) =0

0 0
(48a)

9
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or

J dk~k0 Hf.(kpp) G;(ký) . I< (kp)
0

- J dkpk PH(kpp). [S.(kp) + G(kp) KS(kp)].4
o (48b)

Using Galerkin's method, performing operations similar to those given in
Section IV, we obtain a system of linear algebraic equations. Solving the
matrix equation, the current distribution on the patches and then the z--
component of the total field E in the substrate can be determined. Therefore,
the input impedance of the antenna under a probe excitation can be derived
by using the induced EMF method [9]

Z=- J E'JdV/I' (49)

V

The above is a variational expression for ZjTl. The input impedance expres-
sion in terms of the current distribution both on the patches and on the
probe can bc derived from equation (49) as

Zi~sf dkp ""0 2(k R) - 2 2-k*i k2dl

,- 4rwc1  dkp kiýdc ik".j =ks

+4k, sin 2( k&-L)M) }k xd

-..,s RT ,,?T2Mci,(d,) + R ftT(, + 2R TM RIP I

00

+ y A~Jdk~k'[I1.j(kp) + :1,R(kp)I

kd-1 TV k d 1 + RTM -

ik1 3  [1 + RILi + RTrfe2akjzd J0 (kpR)Jn(kpb'),
12 1 (50)

where the subscript nl denotes the first elements of vectors Ks, K . The
vector K", which corresponds to the regular part of the current distribu-
tion on the disk, is obtained by solving the integral equation (48b) using

Galerkin's method. It is given by

K R

Kn - ' Antnn,,,,(kp) + 7 Cnj. 1(kp). (51)

10
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VI. Results and Discussions

In this paper the vector integral equations are solved using Galerkin's
method. As in other problems solved with this method, the convergence of
the solution has to be considered. Furthermore, to enhance the accuracy
of the numerical calculation, the integral paths are deformed to avoid the
singularities near the real axis. The oscillatory property of the integrand
and the convergence of the infinite integral have to be evaluated a priorily
to select a suitable numerical integral method and appropriate truncation
points for the infinite integrals. The singularity subtraction method has been
used to accelerate the convergence of the integral with a singular current
distribution. The slowly decaying parts of the integral in equation (50) have
been subtracted out and evaluated in close form.

The numerical analysis for natural resonance frequencies in this paper
are the same as those in Figure 3 of [7] when L = 0 and Q = 0 (for the case
of an annular-ring antenna) or as those in Figure 3 of [8] when M = 0 and
P = 0 (for the case of a circular-disk antenna). This is because the above
are the special cases of ARL circular-disk microstrip antennas.

As shown in the theoretical analysis and the experiment, ARL circu-
•r edisk mirrostrin antennas have dual resonance frequencies, which can be

used to broaden the bandwidth of the antenna. In general, one reson-ance is
higher than the natural resonance of the annular ring antenna, and the other
resonance is lower than the natural resonance of the circular-disk antenna.
The difference depends on the mutual coupling (odd and even) between the
two patches; therefore, it depends on the geometrical configuration of the mi-
crostrip antenna and the dielectric constant of the substrate. Figure 3 shows
the dual resonance frequencies as the function of the substrate thickness. An
,•Ypropriate excitation condition is important to obtain the dual resonance
frequencis.

Figure 4 shows the resonance frequencies and the bandwidth of two ARL
circular-disk microstrip antennas with different patch sizes as a function of
substrate thickness. It can be shown that the resonance frequencies decrease
and the bandwidths increase as the thickness of the substrate increases. The
numerical results are in good agreement with experiment data even when the
substrate thickness increases to 0.1 wavelength.

Figures 5-7 show the input impedance characteristics of the ARL cir-
cular-disk microstrip antenna with various electrical thicknesses as a function
of frequencies. In Figure 5 the electrical thickness of the antenna substrate
is d = 0.054A,; M, P, L, Q, the number of the basis functions for current
distribution on the patches, are 2,1,2,1, respectively. The agreement between
theoretical results and experimental data is excellent.

1i
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Figure 6 shows the input impedance of the antenna with electrical thick-
ness d = 0.07A,. The numbers of the basis functions for the current on the
patches are the same as in Figure 5. The results of the induced EMF method
still agree well with the experiment data. The impedance locus shift between
the induced EMF method and experiment da•d is the effect of the edge ex-
tension caused by the fringing field at the edge of the patches. This fringing
field effect is caused by singular charge distribution near the edge; hence.
more basis functions aie required to approximate this fringing field effect.
Therefore, the resonances obtained by numerical calculation with an insuf-
ficient number of basis functions tend to be higher than that obtained from
the experiment. The thicker the substrate, the more significant the fringing
field effect, therefore, the greater the shift between the locus obtained from
the theory and experiment for a given number of basis functions.

Figure 7 shows the input impedance of the antenna with electrical thick-
ness d = 0.lAe. The number of the basis functions of the TM mode for current
distribution on the circular disk is increased to 8 (L = 8) to account for the
fringing field effect. A very good agreement between the numerical and the
experimental results has been achieved. Increasing the number of basis func-
tions for the circular disk rather than for the annular ring is because the
dominant resonance is coming from the disk rather than the ring.

Figure 8 shows the input impedance locus for L=2 and L-8 when the
electrical thickness d = 0.1A,. The edge extension caused by the fringing
field at the edge of the patch cannot be neglected, and more basis functions
of the TM modes have to be chosen to account for the fringing field effect
when the substrate is electrically thick.

It can be shown from the above discussion that the theory in this paper
can be used to analyse the characteristics of microstrip antennas, especially
the antennas with mutual coupling between patches, which are difficult to
analyse with znme popu"._ methods such as the cavity model method. Fur-

thermore, this theory, when applied to the analysis of the microstrip anten-
nas with an electrically thick substrate, gives results of resonances and input
impedances in good agreement with experimental data if we use more basis
functions of the TM modes to account for the fringing field effect. How-
ever, much more computer resources are required in such a case. It is also
shown from the numerical analysis that the effect of the probe on the res-
onances is much less than the effect o' the fringing field of the patch when
the microstrip antenna is electrically thick. We have not used any artifical
correction on the theory for the good agreement with measurement results.
The uniform-probe-current assumption does not affect the input impedance
appreciably because the input impedance is dominated by the disk current,
even for antennas with electrically thick substrates.

12
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DESIGN AND ECONOMIC CONSIDERATIONS FOR BROADBAND PHASED-ARRAY ELEMENTS

George J. Monser

1.0 INTRODUCTION

Today's technology and economy demand that the arrays function over

multi-octaves and that the cost per element be small. This talk addresses

both needs. Three stages of linear-array development are presented. Stage 1,

where the consideration was for a linearly-polarized array. Stage 2, where

the consideration was to extend the array to include an orthogonal polariza-

tion. The final stage describes areas of consideration for maximizing the

array bandwidth.

2.0 STAGE I DESIGN CONSIDERATIONS

In forming a linear array, as depicted in Figure 1, two dimensions are

important. The element dimension d, which is aligned with the array, is fixed

by the highest frequency of intended operation. If d exceeds 1/2 wavelength,

secondary lobes will appear when the beam is scanned beyond about 30* from

boresight. For a variety of reasons, system requizements generally impose a

limit on the formation of secondary lobes so that the dimension d is approxi-

mately :/2 where X is the wavelength corresponding to the uppermost frequency.

The dimension H, perpendicular to the array, represents a free dimension in

linear array design limited only by the minimum field-of-view (FOV) orthogonal

to the array. The FOV in degrees is given approximately by 51 (X/H), where

X is the free-space wavelength and H is the height both in consistent measure-

ment units (i.e., inches, CMs, etc.),

Once H is chosen, the space per array element for interior element

design is set for the depth or length of the array element are generally

limited by the installation space. Where space is a premium, such as in

tactical aircraft, sufficient depth for an optimum design may not exist.

Figure 2 shows an array element cell of a phased-array with dimensions 4

and d. Both R and d are determined by the '-hest frequency of operation. For

example, if the highest frequency corresponds to 0.65 inches in wavelength and

414



z

a
a
a
0
C
a
a
a
a
a

I

V -F

1�

415



- - - - Arra

- H -- ,of the Array•

Figure 2. Element Dimensions

416



a FOV of 300 is required, then from equation (1), R - 1.105 inches, and from

the (1/2)X requirement, d - 0.325 inches. Thus, the array element dimensions

for this application are fixed (L.105 x 0.325 inches).

If a bit of the grating lobe is allowed to exist, a slightly larger d

can be used. If the FOV is re-defined, from say the half-power limits to the

1/3 power limits, then a slightly larger H is permitted. In any case, both

dimensions are established.

3.0 STAGE 2 DESIGN CONSIDERATIONS

With the array-element real estate established, it is necessary to

look for array elements that can be fit within these constraints of Figure 2,

and which are economical to produce. A horn within which ridges can be placed

to yield a 3/1 bandwidth was selected as one candidate element. Mechanical

tolerance and performance studies were conducted to support the use of cas-

elements for the final design. For the other candidate element, it was

visualized thac an array of pLclntrd niotches, with one board per array ele-

ment, offered an economical and broadband solution. In addition, the simplest

solution for integrating the printed notches in the horn array would consist

of replacing a section of each horn wall with the printed notch board. The

notches radiate primarily from the step discontinuity near the aperture plane

so that they would function effectively and so would the horns for the walls

necessary for propagacing the TE 1 0 mode would be nearly intact except for the

small notches.

Photographs of these elements are shown in Figure 3. Since gain versus

frequency is most important, each element was first tested as an isolated ele-

ment. Results are given in Figure 4. In this figure, the results are plotted

versus the critical design dimension expressed as a fraction of a wavelength.

In both cases, the critical dimension is H for the notches aligned with the a

dimension of the horn (see Figure 2). To achieve the extended band for the

horn element it is necessary to place ridges, as shown, inside the array ele-

ment. The ridges lower the cut-off frequency of the horn. Without ridges,

the cut-off frequency corresponds to a wavelength equal to (2 x a). With

ridges, the cut-off waveleugth can be increased significantly, to at least
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(3 x a), resulting in a* lower useable frequency as frequency an.d wavelength

are inversely related. A further point should be made and that is, while

the H or a dimension is fixed at the aperture, by the minimuu FOV, inside

the horn the a dimeasion is selected to achieve the low freque.ncy limit of

operation (i.e., 4 GHz) and at the same time avoiding higher order waveguide

modes. Should this occur a lowering of the ujipermos•t frequency would result.

Having selected the elements, an array was constructed consisting of

both types of elements interlaced so that two polarizations could be trans-

mitted or received by the array. One polarization is intercepted or formed

by the horn elements, parallel to the array, and the othpr polarization, per-

pendicular to the array is intercepted or formed by the notch elemeats. A

photograph of this array is shown in Figure 5.

4.0 PERF0RMANCE TESTS

Having constructed the array, array element VSWR was first measured,

as it determines element efficiency. Here it is important to note that the
VSWR of concern is that realized when all array elements ate simultaneously

driven. This is referred to as the active VSWR as contrasted to the 2 ive

VSWR measured on a single element in the array with all other elements termi-

nated or loaded. In this design it was found that at the lower frequencies

the passive VSWR for the horn elements predicted efficiencies on the order

of 50 percent. However, from active VSWR values closer to 80 percent result.

Active match can be found by measuring the passive reflection coefficient and

the coupling coefficients from all elements to elemenL uide- teac, wiLth.... all

quantities expressed as complex values or phasors. The inset box (see

Figure 6) shows how active match is found. There, it may be observed that

for the horn element the passive reflection partially cancels the coupled

energy resulting in a low active reflection coefficient and good active VSWR.

However, for the notch elements the vectors do not cancel to the same extent.

For this element, the lowest passive reflection is achieved by design and the

resulting coupling and active VSWR tolerated.
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Once these VSWR determinations were complete, gains for all elements

were checked over the full frequency band to assure continuous coverage.

Typical swept-gain plots are given in Figure 7. There, i: can 'e seen zhat

none of the elements had drop-outs in gain over the full band from 5 to ý 5Hz

(i.e., continuous coverage).

Pattern coverage for each type of element is given in Figures 8 and 9.

In Figure 8, coverage in the array-plane at mid-band is shown to exceed 100'

between half-power points (i.e., -3 dB points on the patterns). Thus, when

all elements of the array are driven with phasing set to steer the beam, good

scan characteristics should result oier a 1000 sector (i.e., +50' from bore-

sight). Figure 9 shows the coverage orthogonal to the array exceed 300 for

half power limits (i.e., -3 dB points on the patterns).

5.0 COST ANALYSIS

Production costs for each type of array element were estimated.

Excluding one-time tooling costs for each element, it was determined that

each array element (both polarizations) could be manufactured for well

under $100. For example, the cost of cast horn elements was $10. Adding

$10 per element for "touch labor" in assembly and $25 for production test

yields a total cost under $50.

6.0 CONCLUDING REMARKS

This talk has described the design of an economically-producible

dual-polarized array-capable of 4/1 bandwidth for both polarizations and

6/1 bandwidth for the printed-notch array.

Recent investigative efforts have indicated that the bandwidth for

the horn elements can possibly be extended to cover a 6/I band.
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A LARGE MULTIBEAM LENS ANTENNA FOR EHF SATCOM

J. P. Montgomery. D. L. Runyon, and J. A. Fuller
Electromagnetic Sciences, Inc.

Norcross, Georgia 30092

ABSTRACT

Development of very large, satellite based, multiple beam antennas 4MBAs) using ex-
tremely high frequencies (EHF) for satellite communications (SATCOM) Is the subject of
this parer. Very large MBAs having several hundred beams is a significant Increase in the
complexity of an MBA by today's standards. The main issue to be resolved is whether the
beamforming network (BFN) required for such an MBA can be implemented in a practical
manner. The paper is extracted from a more complete report [Montgomery, Runyon, and
Fuller, 19881 recently published and presents strong support for the feasibility of these
large MBAs.

Two primary approaches to realizing the BFN are examined: (1) a constrained BFN using
interleaved switch networks with an adaptive combining network, and 12) a space fed
orray consisting of modules capable of precision phase and amplitude control.
Consideration is given to the addition of solid state low noise amplifiers for uplink an-
tennas, however, nulling requirements place stringent requirements on these components.
Both approaches are compared with regard to: gain and noise temperature, adaptive null-
lag, power requirements, weight and size, complexity and cost, reliability, and robustness,

Common to either MBA approach is the use of a large, high performance, zoned dielectric

lens and the use of feed clusters to obtain improved scanning and sideiobe performance.

I., INTRODUCTION

The use of EHF for SATCOM is expovted to grow substantially over the next decade.
EHF ftequencies allow more user channels while accommodating wide band users. EHF
frequencies also permit high efficiency antennas with narrow beamwidths, high gain, and
low sidelobes with minimal size and weight penalties - ideal for satellite based systems.
These antenna characteristics are well suited for minimizing the adverse effects of spa-
tially distributed jammers both with and without the use of adaptive nulling networks.

Electronic scanning of an MBA is accomplialhed by the electronic control of the BFN. The
critical EHF components such as switches and phase shifters which comprise the BFN
typically utilize ferrite technology which is capable of achieving low insertion losses with
low switching powers while maintaining the reliability required for satellite applications.
Typically, the BFN uses power from one or more antenna feed ports, by controlling switch
matrices and variable power combiners, to move the active port centroid in the focal region
of either a reflector or lens to provide an electronically agile beam.

This paper considers antennas with component beams having a 0.5' half power
beamwidth. Depending on the beam spacings, this beamwidth implies approximately 700-
900 beams within the earth field-of-view (FOVW. By utilizing a high performance dielectric
lens with component beam clusters, the MBA has considerable flexibility in controlling the
secondary pattern characteristics over the entire earth FOV while also permitting high
performance adaptive nulling.
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2. LEAM FORMING METHODS

Two te'chniques for the realization of the large MBA are examined: U1) a traditional,
constrained BFN using seven interlaced switch trees (refer Figure 1) with a seven port
variable power combiner (VPC) and phasing network; and (2) a space fed array comprised
of precision phase and amplitude control modules at each port - and denoted as a beam
port array (refer Figure 2). The interlaced switch tree is only used with the constrained
BFN. The beam port array achieves the same excitation flexibility with a fundamentally
different technique.

Beam Geometry

A hexagonal beam geometry is assumed for both techniques. Figure 3 illustrates the
hexagonal geometry and defines the two beam crossover and the triple crossovers (i.e.,
three beam crossovers). A fundamental design parameter for either method is the number
of beams required. Table 1 illustrates the number of beams within the circular earth FOV

TABLE 1. Hexagonal Beam Parameters

Number of Beams Beam Spacing'

7 7.447820
19 4.13131
37 2.97913
61 2.27156
91 1.86195

127 1.56149
265 1.06397
685 0.64764
769 0.60761
859 0.57291

1Assumes earth radius = 8.6

and their spacing when the earth radius passes through the triple crossover of the hexago-
nal grid. In order to determine the beamwidths of the component beams, the concept of
iminimumt gain for a switched beam system is used. The minimum gain of a switched beam
system occurs at the triple crossover point and is related to the two beam crossover angle
as shown in Figure 3. The minimum gain (relative to peak) approximately determines the
two beam crossover (relative to peak) and the beamspacing to beamwidth ratio by using a
Gaussian beam model. Table 2 illustrates these quantities for a parameter range of inter-
est. The final crossover levels are chosen by maximizing the mininum gain.

2
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TABLE 2. Beam Crossover Parameters

Two Beam Triple Beam Spacing/
Crossover Crossover Beamwidth

-2.25 dB -3.00 dB 0.866
-3.00 -4.00 1.000
-4.00 -5.33 1.155
-5.00 -6.67 1.291
-5.50 -7.33 1.354
-6.00 -8.00 1.414

A proper determination of the minimum gain requires the consideration of the effects of
the finite feed horn spacing on the spillover loss and taper efficiency. Figure 4 illustrates
the minimum gain as a function of the two beam crossover level for the case of 685 and
859 beams. The solid and dotted curves are the result of an approximate analysis while the
discrete data represent the results of a more complete lens ray tracing analysis using a
conical horn pattern with finite wall thickness. The reduced gain of the ray tracing solution
in comparison to the approximate result is a consequence of: M1 the nonsymmetric conical
horn pattern, (2) a finite feed horn wall thickness, and (3) lens ohmic loss and reflection.
The rninmum gain derived with either analysis is maximum when the crossover level is
approximately 5.5 dB below the peak. This value is lower than the 3 dB which is com-
monly used. However, note that the gain in the vicinity is slowly varying-, for example, a 4
dB crossover results In approximately a 0.4 dB gain reduction, Furthermore, there are
frequently added considerations (e.g. nulling or low sidelobe cluster excitations) which can
favor the use of higher crossover levels. Nevertheless, a 5.5 dB two beam crossover level
is used for both beam forming methods studied.

Constrained BFN

Figure 5 illustrates the port designation pattern of the seven interlaced switch networks
in the central region of a large constrained BFN. Each of the switch networks is observed
to have a hexagonal periodicity which is related to the fundamental port-to-port spacing.
More imn-rt-qntlv th geo~metry rrmiitx plranar s.witch networks for each of the seven
interlaced networks. This is more easily seen in Figure 6 (also Figure 1), which illustrates
the port designations for an 859 port constrained BFN and the planar row and column
connections for the number 4 port. The row-to-row spacing of the planar networks is found
to be: AT = 0.32733 s, where s is the port-to-port spacing. A typical row-to-row spacing is
0.190 inch and accommodates EHF switch heights and permits the use of standard height
waveguide. The port-to-port spacing (typically 1,538 inch) within each planar network
easily permits the use of added switches at each port for increased isolation. Figure 7
illustrates one of the row networks for the 859 port feed. Because of the periodicity. each
network is similar to all others and only differ by which ports are deleted. For the 859 port
feed, the basic building block network is a 16:1 binary divider. If a port of the binary
network is not required for a particular row, it is omitted. It is assumed that the number

6
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of switches in any path is a constant in order to facilitate port phase tracking over the
frequency and temperature ranges ot interest. This requires the use of duiny switches as
shown in Figure 7. Figure 7 also illustrates that the number of unique part types is small
even with a discrete implementation; although, the quantities of each type may be large.
Techniques for an integrated network assembly are available and include: flangelsse switch
housings, drop-in switches, or an integrated housing such as shown in Figure 8. Indeed,
the fabrication of large BFNs depends on using techniques such as these to render the
method practical.

The element of the constrained BFN which ultimately permits the flexibility afforded by
feed clusters is the variable power combiner and phasing network as shown in Figure 9a.
The network is comprised of two types of components: VPCs and 360" phase shifters. The
VPC is realized by utilizing hybrids and phase shifters as shown in Figure 9b. The phase
shifters for the VPC need only have a differential electricai length of 90* (for the mixed
hybrids) or 180* (for like hybrids). The requirements of the network are normally dictated
by the adaptive nulling properties and would indicate phase errors should be less 1* and
amplitude errors less than 0.1 dB. These type of errors certainly indicate high
performance components.

Beam Port Array

The beam port array JBPA) is a fundamentally different feed from the constrained feed.
The BPA illustrated in Figure 2 is space fed by a focused phased array which is capable of
creating a localized illumination in the the BPA aperture. The centroid of the illumination
can be varied and hence results in beam scanning. In order to provide the same cluster
control as the constrained BFN, the BPA uses phaje and amplitude modules (PAMs) at
each element. The PAMs are realized by using a variable power combiner (VPC) with an
internal termination of the isolation port. The phase control is achieved by using 360*
phase shifters in contrast tc the 90* or 180* phase shifters normally used in VPC net-
works. The BPA offers a potential advantage for eliminating the waveguide switch net-
works 3Ind the VPC networks of the constrained BFN.

Beam port array concepts have been examined previously by 'rang and Winter [19731.
Tang and Winter used a focused phased array in conjunction with a constrained lens in
both the feed region and the radiating aperture. In contrast to the present study, Tang
and Winter used half wavelength element spacings for both the focused phased array and
the feed constrained iens; furthermore, Tang and . .in.... utilzeld orip•-- ,uraces in
order to maximize the illumination efficiencies. This previous antenna design should be
contrasted with the present embodiment, where the port-to-port spacing of the BPA is
approximately two wavelengths. Furthermore, the goal of the present design is to use
planar interfaces on either side of the BPA with compensating cluster amplitude and
phase weights. Additionally, a phase ond amplitude module is utilized at each element
instead of a simple conFsraining transmission line connection. These nontrivial differences
are intended ultimately to reduce the system cost.

Figure 10 illustrates a single phase arid amplitude module utilizing ferrite components
and includes the feed horns and a circular polarizer. Figure 11 illustrates a 37 port subar-
ray of these phase and amplitude modules using planar interfaces and indicates the appar-
ent simplicity of the method.
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3. LENS DESIGN

Several uniform dielectric lenses were considered and a variant of the lens originally
considered by Shinn [19551 and more recently investigated by Rotman [1983,19841 was
selected. This type of lens approximates the performance of an ideal thin lens which
exhibits the property that the coma error is small in comparison to the spherical error
[Cheston and Shinn, 19521. The lens considered by Shinn has the property that the outer
surface is spherical with the center coinciding with the focal point. Referring to Figure 12,
the lens is designed by using Snell's law at the spherical surface Isurface 2) and using the
equipath condition for all rays. The more difficult problem Is to determine the zone step
locations. This is accomplished by the simultaneous solution of two coupled nonlinear
equations.

A more generalized lens Is realized by permitting the outer surface radius to assume other
values. This generalized lens provides designs which are quite similar to more classical
lenses such as the meniscus lens and the plano-convex lens. The generalized lens design is

an exact duplication of the hyperbolic lens when the radius approaches infinity. Figure 13
illustrates the lens contours of several lenses considered in this study, It is clear that the
lens approaches a thin spherical lens as the number of zone steps increases. However, an
increase of the number of zone steps results in a decrease of the bandwidth of the lens
since the zoning Is exact only at a single frequency. For the present study, seven zones are
normally used. An added benefit of zoning the lens is a decrease in the lens weight.
Table 3 illustrates the weight and on axis thickness of a 34 inch generalized lens for
various number of zones. A lens with seven zones is approximately a third of the unzoved
weight and represents a significant weight advantage.

TABLE 3. Generalized Lens Properties us. Number of Zones

Number of Zones On Axis Thickness Weight

1 5.353 in 96.34 lbs
2 4.906 83.02
3 4.459 70.94
4 4.013 60.11

6 3.119 42.25
7 2.673 35.26
8 2.226 29.59
9 1.779 25.26

10 1.333 22.28

D=34.0 in., f/D= 1.5, Minimum Thickness=0.375 in.,
R 0=0.85f, Rexolite dielectric
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4. PERFORMANCE ANALYSIS

Analysis Method

The analysis of the radiation properties of a large MBA involves: the prediction of a feed
pattern, ray tracing from each feed through a large zoned dielectric lens to a planar
aperture, and computation of the far field pattern using an FFT algorithm Perhaps the
most important element of the analysis is the ray tracing analysis. Referring to Figure 1 4,
a projected aperture plane is detined with a square cell periodic grid. The ray tracing
solution seeks the intercepts on both the inner and outer lens surfaces such that Snell's
law is obeyed with the ray passing through the selected grid coordinates and the source
point. This solution involves the simultaneous solution of two coupled nonlinear equations.
The phase of the ray follows directly from : J1) the total path length with a consideration
of the dielectric media along ray, and 12) the phase of the feed pattern. The amplitude is
evaluated by the absolute feed pattern magnitude in the direction of the ray path and the
proper treatment of the divergence factors [Lee, et. al., 1982; Deschamps, 1972) at each
interface which includes the transformation of the two principal radii of curvature of the
wavefront as it crosses dielectric boundaries. A scalar average of the Fresnel transmission
coefficients for TE and TM polarizations is included at each interface. The loss tangent of
the dielectric is included to properly account for dissipation for rays within the lens.

Feed Clusters

The use of a cluster of feeds with appropriate amplitude and phase excitations permits
considerable flexibility by allowing: (1) alternate feed loci, (2) tailoring the secondary pat-
tern characteristics such as sidelobes, and (3) adaptive nulling.

Three feed loci are considered: (1) a spherical surface having a radius equal to the lens
focal length, (2) a compromise focal surface, and (3) a planar surface. A goal of the present
study is to utilize planar surfaces where possible to ease interface difficulties associated
with feed loci having a finite curvature. Figure 15 illustrates single feed patterns for a
planar feed locus and a compromise feed locus at the edge of earth coverage using a
32.6 inch lens. (The feeds are pointed toward the lens apex.) The defocusing of the planar
locus is quite evident while the compromise focal surface produces well focused patterns.
The gain of the component beam on a planar focal surface is -1.1 dB below the compro-
mise locus. (An additional gah-i reduction of 0.52 dB is incurred when the feeds are.
directed parallel with to the lens axis.) In order to overcome the planar surface defocusing,
the performance of this same antenna with seven element hexagonal clusters is
considered. Figure 16a illustrates the far field patterns at 8.60 scan for a seven element
feed with a uniform amplitude and phase illumination. Figure 16b illustrates this same
case except that the feed phases have been adjusted for cophased component beams. The
compensation provided by the cluster is obvious.

Figure 17 illustrates the far field patterns of this cophased, seven element cluster with the
outer six elements attenuated relative to the center element by various amounts. Sidelobe
levels of better than -30 dB are achieved when the edge elements are approximately
-12 dB relative to the center element.
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Feed cluster control can also be used for adaptive nulling. The steady state weights in the
presence of jammers are related to the quiescent (i.e. without jammers) weights via the
channel covariance matrix [Fenn. 19821. The eigenvectors (or eigenbeams) and eigenvalues
of the covariance matrix are useful in interpreting the adaptive algorithm. Only the larger
eigenvalues will produce adapted weights which vary significantly from the quiescent
weights. The algorithm removes the projections of the interfering source eigenbeams from
the quiescent weight vector, which results in a null in the antenna angular response in the
direction of the interference. Alternately, the adaptive process may be viewed as forming
beams in the direction of the jammers and subtracting the eigenbeams from the quiescent
beam to form a null in the jammer direction. Figure 18 illustrates this process for the a
large MBA with a seven element hexagonal cluster using a 34 inch diameter lens at
44.5 GHz. A user is assumed at the origin while a jammer is assumed at -0.2887°. The
quiescent beam, the dominait eigenbeam (i.e. the largest eigenvalue), and the adapted
beam aze shown. It is clear that the dominant eigenbeam has a maximum in the direction
of the jammer and that the adapted beam has a well formed null in the direction of the
jammer.

5. BFN COMPARISON

The constrained BFN and the beam port array are compared with a number of
considerations, including- (1) weight and size, W2) gain and noise temperature, (3) power
requirements, (4) complexity and cost, (5) adaptive nulling, (6) reliability, and (7)
robustness.

Weight and Size i Power Requirements

The weight of a satellite based antenna is one of its most critical properties, but even a
lightweight antenna can have hidden weight penalties associated with the generation of
power or the support structure of a large antenna. For this reason it is important to
consider these parameters together.

Table 4 illustrates the estimated weight, power, and size of an 859 port antenna system.

£ ,LJ,,, .. J ,gI ,A& . .. PP ... JWPo r, ,,,-"" ,•AI .A "^4 " JV^ A,• Por * .4 .

RF Elect. Total Added Total
Approach Weight Weight Power System WtO Weight Size

Constrained 119.56 75.55 29.34 20.54 215.66 33 X 73
Beam Port 76.36 11.42 219.30 153.50 241.28 33 X 73

1Weight Oibs), Power (Watts), Size (inches)
2 Weight attributed to prime power source at 0.7 lb/Watt
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These estimete3 are based on a comprehensive examination of these antenna systems
utilizing advanced state-of-the-art techn~q',es. For the constrained BFN the estimate in-
cludes: waveguide, horns, polarizers, transitions, active switches, dummy switches, isola-
tion switches, flanges, a 32.6 inch Rexolite dielectric lens, a seven port VPC network with
360° phase shifters, support structure, switch and VPC drivers (with full standby redun-
dancy), central electronics (with full redundancy), and electronic enclosure weight (includ-
ing EMP shielding). For the beam port array the estimate includes: horns, polarizers,
transitions, phase and amplitude modules, a 32.6 inch Rexolite dielectric lens, a 511
element focused phased array feed, support structure, phase and amplitude module
electronic drivers (with full redundancy), phased array drivers (with full redundancy), cen-
tral electronics (with full redundancy), and electronic enclosure weight (including EMP
shielding). The total hardware weight is 195 lbs for the constrained BFN and only 88 lbs
for the beam port array. Hence, there initially appears to be a significant weight savings
for the beam port concept. However, the power requirements of the beam port array are
considerable in comparison to the constrained BFN, primarily due to the power associated
with the phased array feed. This results in an increase in the estimated satellite weight by
approximately 0.7 lb per Watt of the required power ICummings, 19871. When this total
system weight is considered, the total hardware weight is 216 lbs for the constrained BFN
and 241 lbs for the beam port array - a different conclusion than Qriginally anticipated
This conclusion may vary aramatically if .he possibility of solid state components are
considered, however, the impact on the power supplies will still be significant,

Gain i Noise Temperature

Th,,e two antcnna Sy..te. are • id•e•n•l ;n the selection of the dielectric lens. feed horns,
and feed locus. Hence, the antenna gain relative to this radiating portion of the antenna
does not distinguish the antennas. However, the insertion losses of the rema'ning beai.,
forming network provide one basis for a quantitative tradeoff. The estimated insertion loss
of the constrained BFN is 5.38 dB. For the beam port array, the estimated insertion loss
is 9.4 dB near broadside and 10.6 dB at the edge of scan. (A large portion of the loss is
associated with the coupling of the beam port array to the focused phased array - which
is aggravated by the size of the beam port horn elements.) An alternative beam port array
with a single horn feed was also examined - but exhibits an insertion loss of 22.1 dB at
broadside and 25.5 dB at the edge of scan.

The use of low noise amplitfers (LNAs) can also be considered. The natural location for the
LNAs for the constrained BFN is at the input to the seven channel VPC network and
results in a loss of 1.93 dB ahead of the amplification. For either of the beam port
concepts, the LNAs are considered ahead of the phase and amplitude control modules with
only a loss of 0.2 dB ahead of the amplification. The properties of the LNA are assumed
to be: 10 dB gain per stage and a 4 dB noise figure. Table 5 illustrates the noise tem-
perature of the antenna systems based on the beam forming network loss and neglecting
the antenna temperature. The system noise temperature is shown as a function of the
number of LNA gain stages. Clearly, the beam port concept relies on the use of LNAs to
achieve an acceptable result and is contrasted with the constrained BFN which can be
used without LNAs. Note that oingle stage amplifiers will suffice for either the constrained
BFN or the beam port array with the phased array feed. However, the beam port array
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with a horn feed requires a two or three stage amplifier for satisfactory operation. (These
choices are indicated in Table 5.) The prospects for the development of a multistage LNA
at EHF with precise amplitude and phase tracking over the required temperature and
frequency band are remote in the near future.

TABLE 5. Noise Temperature Tradeoff

Antenna System No. Gain Temp (°K)1
Stages

Constrained BFN 0 710.9
1 900.0 •-
2 861.5
3 846.6

BPA (Phased Array 0 3039.6
Feed) 1 775.4 -

2 503.0
3 475.8

BPA (Horn Feed) 0 102605.9
1 10732.0
2 1498.7
3 575.4 i
4 483.0

4- indicates selected number of gain s.ages

A measure frequently used for defining the receiving properties of a system is the gain to
temperature ratio, G/T, where T is the effective system temperature at some reference
point and 0 is the gain prior to this reference. A nominal gain when a cluster is excited is
44 dB for the 853 port case when the outer ring is -10 dB relative to the center and a
planar surface is used. Thus typical values of G/T are; 14.5 dB for the constrained BFN,
15.1 dB for the beam port array with a phased array feed. Without the use of LNAs, the
resulting G/T ratios are 15.5 dB and 9.2 dB fMr the constrained BFN and beam port
array, respectively.

Complexity / Cost

While the cost of any future system is subjective at best, the complexity is quite objective.

The 859 port constrained BFN has 1985 switches 11.711 active switches including isolation
switches), 19 phase shifters associated with the VPC amplitude and phasing network, and
7 LNAs at the input to the 7 port VPC network. This results in a total of 1730 control
functions.
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The 859 port beam port array has 1718 high precision phase shifters associated with the
phase and amplitwie control modules, 511 modest precision phase shifters associated with
the focused phased array, and 859 bias switches for on/off control of the LNAs for added
port isolation. This results in a total of 3088 control functions.

In addition, to the increased number of controls for the beam port array concept, the type
of controls for this approach are also considerably more complex (i.e. an 8 bit phase shifter
driver in comparison to a switch driver).

Assuming the hardware cost is approximately proportional to the number of controls, the
cost of the beam port array is at least twice that of the constrained BFN. In a practical
consideration, the cost differential could be even greater because of the added complexity
of the ph,-se shifters compared to t)'e switches.

Adaptive Nulling

Adaptive nulling properties of the constrained BFN versus the beam port antenna Pre
identical when the ,osses of the networks are not considered. However, there can be a
significant difference in the implementation of the adaptive algorithm as well as
differences due to the configuration of and the practical errors of the components.

Fnr a seven port nulling algorithm, the constrained BFN requires the control of seven
3fl* phase shifters and six VPCs (another 12 phase shifters) - a total of 1.9 controls. Th.
beam port array requires the control of 14 phase shifters and hence does offer some
advantage.

couplers are used at the input of the VPC nulling network to extract the channel samples
for a constrained BFN. The beam port array does not permit this method of obtaining a
channel sample. Instead a dither of the desired channel can be used to modulate specific
ports in amplitude and phase. The inherent simplicity of the dither method appears advan-
tageous compared with the more complex structure of the VPC network used with a
constrained BFN.

Reliability

The complexity of the large MBA is considerable in comparison to even the most complex
MBA by today's standards. Hence, the issue of reliability is an important concern for
either approach, Total standby redundancy has been assumed for ail electronics ior either
approach - however, triple redundancy may be required for key components.

An interesting aspect associated with the reliability of a beam for a very high gain MBA is
that finite beam failures can be tolerable. Since the antenna has a large number of beams
with very close spacings, it mrny be possible to repaint the satellite only slightly and utilize
other operational beams with oniy a slight degradation of antenna performance.
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Robustness

In the present application, robustness refers to the ability of the antenna system to be,
designed for a wide variety of applications. In this sense, both antenna systems under
consideration are quite robust. However, the beant port antenna allows additional robust-
ness with regard to reconfiguration of the beam patterns since the central electronics can
be sufficiently general as to allow increasing the cluster size and shape beyond c seven
port hexagonal layout, This is not possible with the constrained BFN.

6. CONCLUSIONS

This lpaper has examined the general goal rf achieving practical designs for large multiple
beam antennas for EHF MILSATCOM. The two basic antennas under consideration are: a
constrained BFN and a space feed antenna. The constrained BFN antenna represents a
more traditional antenna concept using mature ferrite waveguide switches and waveguicle
feed networks. The beam port antenna represents an approach which potentially can offer
weight and layout advantages. However, recent technology has made the constrained BFN
attractive, even for a large MBA. In fact, a constrained BFN with several hundr-ed feeds
and seven port feed clusters is attainable with today's technology- and in particular, in
terms of complexity, weight, and power consumption, a large constrained BFN is competi-
tive with less capable concepts presently under consideration for EHF MILSATCOM.

The beam port concept with a focused phased array feed can offer equally acceptable
microwave performance with less microwave hardware. However, with presently available
electronic designs, the power consumption of the ferrite scanned phased array tends to
nmakc this.. aproacha5s-eattractIve than the conqtrainPA If A4; With sqbhstantial advances in
EHF LNA technology, the phased array could be replaced with a single horn, or the ferrite
array replaced with a solid state MMIC array design that consumes less power. Given
these advav,'es, which may result from the current industry wide emphasis on MMIC, the
space feed could offer significant advantages in terms of reduced weight and increased
beam forming flexibility.
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MEASURED ANTENNA PERFORMANCE OF

AN EHF HYBRID SCAN ARRAY ANTENNA FOR

MILSATCOM APPLICATIONS

J. F. Peder3eI'

Hazeltine Corporation
Wheeler Laboratory

Greenlawn, NY 1-1740

ABSTRACT

Hazeltine has completed a ccntract to design an Advanced

Development Model of an EHF ilybrid-Scan Array for potential

application to airborne MILSATCOM terminals. This paper will

present the design and el.ectrical tests on the antenna assembly.

The antenna assembly includes: a dual-band aperture consist-

ing of waveguide radiator5. with isolating filters to prevent coup-

ling between receive-band• and transmit-band radiators; a meander-

line circular-wave polarizer; a conformal dual-band radome capable

of passing circular poiarized waves over a 700 range of incidence

angles; a dual-band rotary joint and the associated electronics

and phase shifters to stabilize and steer the antenna beam over

nearly a hemisphere.
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SECTION 1.0

I NTRODUCT ION

The task of providing hign performance airborne platforms with

SATCOM capability has involved one major conflict. Specifically,

the user would like to have this communication capability with no

antenna protrusion, for reasons relating to aircraft signature,

drag, and blockage of other antennas. However, the need for near-

hemispheric high gain coverage has required significant antenna

protrusion and large radomes, Although conformal fully phased

arrays are being developed, they are not pr-esently viable candi-

dates for a practical terminal.

Hazeltine has pursued the technology of hybrid scanning

(electronic scanning in elevation and mechanical scanning in

azimuth) as a cost-effective solution to the protrusion/gain

trade-off'.

AL SHF; an exrlora)rvy model of a receive-only antenna 2 and an

advanced development mode; of a flyable, full duplex antenna 3 have

employeot a horizontal "turntable" aperture with el.ectronic

scanning from broadside to end-fire.

At- EHF, however, end-fire scanning is not practical for the

gain le,,els required. The EHF designr concept uses a tilted array,

which is lccated below the level of the fuselage (figure 1-1).

Tie anltenna ai ray eiectronically scans the beam i350 in elevation,

while it rotates miechara:i 'ally 3600 in az tnutlh. It is porotected by



4,

RADOME

CIRCULAR POLARIZER

PHASED ARRAY PANEL
(LINEARLY POLARIZED) 831 2141

Figure 1-1. EHF Hybrid Scan Antenna Configuration With

Flush Radome

a radome that is contoured to the aircraft surface. The installa-

tion is flush, meeting performance criteria from zenith to 200

above the horizon 4 .

In addition to addressing the major antenna design issues,

this program has also considered installation of the antenna on an

aircraft such as the Bl-B including preliminary structural analy-

sis. This latter effort has been conducted by Electrospace

Systems, Inc. (ESI) as a team member.

The realization of the design involves the development of

several key components including:

* A dual frequency band radome, which must operate at 20 GHz

and 44 GHz with circularly-polarized waves and with

incidence angles ranging from 00 to 700
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A dual frequency band aperture of interleaved 20 GEz and

44 GHz slot elements

A dual frequency band polarizer, which must operate over a

range of incidence angles from 00 to 350

SECTION 2.0

DESIGN OF THE KEY COMPONENTS

2.1 RADOME

It the phased array were horizontal and flush with the air-

craft surface, it could be protected from the environment by

dielectric windows in the radiating elements or with a radome

attached to the rotating radiating surface. However, with the

internal location of the antenna, an independent radome is

required that can be niade flush with the aircraft surface.

The flush radome must operate at a small band of frequencies,

about 20 GHz and 44 GHz, with circularly polarized waves and with

incidence ang- ̂ •c ranging from 00 to 701. The radome must provide

high transmission efficiency and minimum degradation of the axial

ratio of circular polarization. Standard radome designs do not

appear to be satisfactory. Electrically acceptable designs have

poor mechanical strength, while radomk.; that are adequate

mechanically have degraded electrical performance.

Acceptable electrical performance and adequate mechauical

strength has been achieved by using a double-quarter wavelength
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(at 20 GHz) dielectric sandwich with a shunt susceptance between

the walls. The susceptance produces an effect that is large at 44

GHz and small at 20 GHz, giving independent control of the radome

match angles. The computed performance of the radome is shown in

figures 2-la, 2-lb, 2-1c, and 2-1d. Figure 2-la shows the reflec-

tion coefficient for H-plane incidence at 20 GHz and 44 GHz. Note

that the match angles are nearly equal, providing low reflection

at 20 GHz and 44 GHz over a wide range of incidence angles.

Figure 2-lb shows the transmission phase difference between

orthogonally polarized waves at 20 GHz and 44 GHz. Figure 2-1c

shows a plot of axial ratio as a function of incidence angle. At

70* incidence and 44 GHz, the axial ratio is 3.5 dB; this is a

result of an increase in the transmission phase difference at 700

shown in figure 2-lb. At all angles less than 700, the axial

ratio is significantly lower.

As shown in figure 2-2, the measured insertion loss of the

2-foot by 2-foot radome panel is less than 0.5 dB at 20 GHz and

less than 0.75 dB at 44 GHz over the full range of incidence

angles. The measured performance should be compared to the

computed loss shown in figure 2-1d.

2.2 INTERLEAVED 20 GHZ, 44 GHZ APERTURE

Linearly polarized elements and a wave polarizer are used to

achieve circular polarization. Separate elements are used for the
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Figure 2-2. Measured Radome Insertion Loss as Angle

of Incidence

receive band and the transmit band. The elements are interleaved,

forming a single aperture assembly.

The design of a dual-band array requires a technique for pre-

venting the high band power from coupling into t~he low band radia-.

tor This can be accomplished in two ways.

One method uses cross-polarized elements. Two possible

arrangements of cross-polarized slots are shown in figure 2-3. In

either arrangement. the net component of high band current flows

along the length of the low band element. If the low band element

is thin and below cut-off, it is not excited at the high band

frequency.

To scan the array, a phase shift is introduced to each row of

slots. A component of current can flow between rows of slots

caused by this phase difference. The arrangement of slots shown

in figure 2-3a does not couple to this current, and, therefore, it

is the preferred arrangement of cross-polarized elements.
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Figure 2-3. Two Arrangements of Cross-Polarized Slots Showing

How High Band Currents Cancel Transverse to the Long Dimension

of Low Band Slot

The second method of decoupling the low band radiator from the

high band power is to use a filter that is internal to the low

band element. Either cross-polarized or co-polarized elements may

be used with this approach. The filter would be designed to put

an effective short-circuit plane at the face of the low band

element in both the fundamental TEi 0 and T. -iodes at the high



b'nd fiequency. The. filter would also pass the lcw hand frequen:cy

with si,-,ll -. flectic~n loss.

The elemennt spacing between rows of low band elements is

determined by the sran requiremcrnts and the high band frequency.

The preferrod arrangqrent of c.ross-poiariz.d .lemants has thu long

dimension of the low band element in the plane that has thu small-

est intereleii.nt spacing. Consequently, the lo,,' band element will

be electrica/l.y smi'.l 5 . T'.e low band element is also scanned in

the H-plane, which reduces its .'adiatior. 1ýower factor ft.tthec6 .

To increase the -adiation power facror and maintain a low

.ef]ection coefficient, the low band element area must be

increased. This re2sults i;) a nearly square elemen- rather th:an a

thin element, which is desirable for flininaL coupling. For these

reasons, a co-polarized arrangement of slots with decoupling fil-

teis in the low band elements was selected for the antenna

Ttc zomputeH filte,. perform nee is shown in figure 2-4. Note

.he pass band and two reject bands in figure 2-4; one reject band

corresponds to the fundamental high band wavegaide mode %.'hile the

second reject band represents the TE 2 0 mode response.

Figure 2-4 shows the phase slope of the filter across its pass

bar.d. Siace the filter'5 phase slope is not flat across the pass

band, - shift in the center frequency of the filter caused by

-.olerarcics can introduce a phase error across the aperture. The
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Figure 2-4. Reflection Loss vs Frequency ot Isolating Filter

amount of phase error was evaluated as a random functio,, of

expected machining tolerances. The re uult is shown, in figure 2-5

as a histogram. Each bin is approximately 1.51 wide; a total of

2000 trials were made with the number of trials indizated within

each bin. The phase error introduced by the filter can produce

error sidelobes at a -27 dB level. This error is acceptable since

it is 5 dB below the design sidelobe level.

The computed filter performance was verified by fabricating a

small section of the array. Coupling measurements and radiation

pattern measurements were recorded with and without the filter in

the low band elemert. Samples of these results are show:n in the

next four figures.

Figure 2-6a shows the coupled high band signal into the low

band waveguide. It is at a maximum level of -5 dB in the TE1 0
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Figure 2-5. Histogram of Filter Phase

mode, Figure 2-6b shows the coupled signal with the filter. The

coupled signal level has been reduced to -27 d5.

Radiation pattern measurements were also recorded. Sample

results are shown in figures 2-7 and 2-8. Note the significant

pattern degradation in figure 2-7 without the filter and the

improvement shown in figure 2-8 with the filter. A control pat-

tern is shown on each figure; it corresponds La a pattern of t'hc

high band array without the low band elements present.

2.3 POLARIZER

The circular polarizer converts the polarization of an inci-

dent wave for linear to circular at both 20 GHz and 44 GHz, over a

range of incidence angles from 00 to ±350.

An approach to designing a polarizer 7 uses printed-circuit

elements that introduce inductive and capacitive susceptance to an

incident wave. A variation of this design5 uses inductive
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Figure 2-6. Coupled Signal

elements, which are serpentine rather than straight. This latter

approach (a meander-li.'Ie polarizer) was selected for the EHF

polar izer.

The m(:ander-line polaLzer produces good circular polarization

over a wide frequency range. This is accomplished by using
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polarization-selective elements that have opposite frequency char-

acteristics, thereby maintaining a nearly constant 900 phase shift

over the frequency band.

There are several problems involved with the design of a cir-

cular polarizer for operation over a range of incidence angles.

These include: the change of effective wavelength with incidence

angle; the angle-sensitive behavior of the polarizer elements; and

the geometric situation that precludes maintaining the desired 450

orientation of the polarizer elements relative to the polarization

of the incident wave over the range of incidence angles.

The last problem can be partially overcome by orienting the

polarizer elentents at an angle that deviates from 450 and that

represents the best compromise over the range of incidence angle.

The requirement for a combination of both wide-band and wide-

angle performance can be approached by designing the polarizer for

operation at only the two 5-percent frequency bands, about 20 GHz

and 44 Gbz, ratihv than over the complete band between these-

frequencies.

Figures 2-9a through 2-9c show the computed polarizer perform-

ance. Three curves are shown on each graph for three angles of

incidence. The frequency bands of interest are noted on each

figure. Figures 2-9a and 2-9b show the reflection coefficient of

the principal pclarizations. Figure 2-9c shows the resulting

axial raiio of the polarizer. The measured axial ratio of the

polarizer vs angle of incidence is shown in figure 2- 10.
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2.4 POWER COMBINERS

For an array that scaxis in onl.Jy one plane, t-he clemert4s mray be

arranged in a rectangular grid. TPe olcmnerir spacing in vhe plan:

of scan is smc'!ller to prevtrt a r~adl:at in' gra1tin; lotc. Evni for

a mioderat~e scanningq rang(_ (3S01, the scar.l&,: & :;c-ant spac in;,

will preclude thie use of stan,ýard! am~gd .- h foci. St r ip-

line, suspenoeC. str ipli ie, ricu ;'.gud? and ecduck.d height

waveguide are alternatives.

The an-tenna consists of ma-ny cowpc-?mts connected in, series.

The dissipative loss is additi.ve an,' it can be appruci~b~e in

total, especiallly at SE111 ý: £f~*---,rn~'

Itotal aa-tenna loss is requ& red to a,;hiev.e prac. ical FRP and G/T

leveL.. Since reduced height waveguide yieiC~s the low.en-t dissipa-

tive loss, all power combiners use this medium.

4$•

Sidelobe control was required for each principal plane of the

array. In azintuth, the amplitude taper is achieved by using a-.Sdi-

tional l'c;els of equal (3 d13) splitters. The axtra leveiLs quan-

tize the iluiuniiuxti-ni in coarse 3 CB11 ;te'p!:; however, the modest

sidelobe requirement of -16 dB maximium in 'ranusmit and -22 dIB in

receive can by achieved Inv using this technique.

Vt.

In elevatioDn, a coaarse approximation to the desired illumina-

tion will not yield these same sidelobe levels- this is because

thc array cooth:!n t fewer rows Of elomentb than elements per row.
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As a result, nonequal E-plane waveguide dividers are usied to

derive the amplitude illumination in elevation.

Figure 2-11. shows measured aZinLUth patterns (nonscanning

plane) of the array including radonte at 350 elevation. Sidelobe

levels as a function of elevation are shown tabulated in fij3ure

2-11. Figure 2-12 shows typical measured patterns in the scanning

of the array.

a.

-o I'

ii i il 'l ii i '' i" .I T

16

Figure 2--l1. Typical Measured Azimuth Plane Radiation Patterns
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Figure 2-12. Measured Elevatioii Plane Patterns
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SECTION 3.0

ARRAY CONSTRUCTION

Figure 3-1 is a photograph of the antenna pedestal. The

p. :stal consists of two housings - an inner housinig that rotates

and a stationary outer housing. The millimeter wave components,

the electronics to control and stabilize the beam, and the phase

shitter driver cards are assembled in the inner housing.

The stationary housing contains the motor stator and all power

supplies needed tD drive the electronics and phase shiftets.

A bloucr, attached to the too of the inner housing, draws air

up through the pedestal and exhausts the hot air through the array

of holes at the periphery of the pedestal as seen in figure 3-1.

A slip ring routes control signals and power supply voltages

between housings. A dual-band 20 GHz/44 CHz waveguide rotary

joint (manufactured by Kevlin, Inc.) mounts inside the slip ring.

The beam is scanned electronically by using tkerrite phase

shifters, supplied by Electromagnetic Sciences, Inc.

A phase shifter assembly contains 16 phase shifters. Three

assemblies (two 44-GHz and one 20-Gliz) are arranged across the

azimuth power divider, feeding the array in elevation. The driver

cards are located in two bays and connect to the iF assembly by a

flexible balanced strip transmission line.
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F-intire 3-1. EHF Hybrid Scan Array

Reduced height waveguide power dividers are used for power

distribution to the phase shifters and to the elements. The

polarizer is mounted in a frame 0.25 inch in front of the array.

The radome for this program is a flat 2 foot by 2 foot panel

mounted to a B-52 fuselage via an adaptor plate that conforms to

the fuselage's cylindrical shape.

SECTION 4.0

CONCLUS IONS

Under this program, all the technologies required to provide a

flush antenna system for an airborne MILSATCOM terminal have been

reduced to practice. The array is a cost-effective solution for

aircraft where a flush conformal array is needed.
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TECHNIQUE TO MEASURE LARGE ANTENNA ARRAYS

Dr. Peter Franchi and Mr. Harvey Tobin

Rome Air Development Center
Electromagnetics Directorate

Hanscom Air Force Base

Lexington, Massachusetts 01731

ABSTRACT:

The measurement of one dimensional planar arrays that are clectrically long

is currently a difficult task. The accurate measurement of the antenna patterns

is limited by large antenna range requirements for far field ranges, by the

number of near field points that must be measured for near field probes, and by

the great size and quality of the reflector/feed for compact ranges. This paper

describes the use of quadratic and higher phase correctien applied to the phased

array.

The errors that result from this approach are analyzed as a function of

range, antenna electrical length, sidelobe level and degree of correction.

Both computer simulations and analysis are used to generate the limitations

of this approach. Far field measurements made in the near field are currently

planned.

INTRODUCTION:

The Air Force is currently investigating methods of mounting large lightweight

phased arrays on the fuselages of long aircraft for long range airborne surveillance.

Such arrays tend to be very long in one dimension, but moderate in size in the

other. Because of the size of these antennas the measurement of their basic

patterns is very difficult. For example the far field distance for a 10' x 100'

aperture at C--band would be about 23 miles away, by the 2D/A criteria for

a very low sidelobe array the distance would be much greater if very little
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pattern distortion is desired. Compact ranges for this size antenna require a

massive high tolerance reflector and near field ranges would be extremely expensive.

One technique to measure the far field patterns while using a conventional

antenna range is based on the fact that in one dimension, the smaller one, the

far field range is at a reasonable distance. For the other dimension the

antenna is well within the Fresnel field, so an accurate pattern can only be

found by putting in a phase correction over the aperture- SincP this correction

i only precisely correct at one angle, repeated corrections are therefore

required to get a good approximation to the far field at infinity pattern. In

this report the first two higher order correction factors are examined quadratic

alone and quadratic and cubic. An analysis of the residual error is given and

from that analysis, an estimate of the range of angles is over which a particular

correction gives small addd error is found That range of angles over which the

pattern of infinity determines the number of resets of the phase shifters.
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SIMULATION:

For the analysis a computer simulation was developed. This ilLvolved writing

three individual computer programs, The first program generates the actual far

field pattern, the result is shown in fig (1). Using the pattern as a reference

a second program was written, using a modified expression which Includes the

correction factors. First the program was run including only the quadratic

correction. This was performed for several different cases. First the distance

Ro are repeated. The program was then run including the third order correction

and as with the quadratic correction the parameters Ro and e are varied. To

determine the degree of difference between the actual far field pattern and the

pattern which include the correction terms another simulation was run. This

program subtracts the actual far field values. This gives a measure of the error

in adding the correction terms.

The results of the simulation for the quadratic term correction alone are

presented in fig (2-5). These are for a 96)hantenna. For the addition of the

third order correction the results are shown in fig (6-9).

With the results of the computer runs a set of graphs have been developed.

These graphs are a measure of how much error one can expect in applying this

technique to a design.

Fig (10) shows how the error will vary with distance in applying the

quadratic correction. (FIl) shows the effect of adding the third order correction.

The graph represents how many times the phase shifter will have to be set in order

to achieve a certain error margin.

ANALYSIS:

In order to estimate the residual error in using phase correction

in the Fresnel field, several assumptions are made to derive the dominant error
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forms. These assumptions include:

1) The 1/R amplitude term can be approximated by I/RO, that the rresnel

distarce chosen is large enough so that only the phase term contributes

significantly to the residual error.

2) The type of patterns that concern us are low sidelobe patterns with

Taylor illiminations or similar and beyond a small angular range these

patterns have sin x/x behavior,

3) The quadratic phase error at the aperture edge is less than a radian.

The actual distance from the Fresnal field point to a point on the aperture

is R. Since the array is in the near field in one dimension only the aperture

can be treated as a linear array.

R-(R2+x-2xR cosv )l/2 (1)

where R is the distance from the near field point to the cenLer of the array

and x is the distance from the center of the array to any point on the array.

For Ro>x.

x-2xR cosa Ro-l(x 2 -2xRo cos u )2Ro + 1 (x 2-2xRo cos a)3 Ro
R1= R•.o+ 2Ro)2 8Ro 4  

12Ro 6

-StXrt 2X Rbao5)( o + etc (2)
128 Ro 8

after combining terms

R=Ro-xcosv( + x2 (i!2Ro-cos_) + x 3 (l/2Ro 2 cos V - 1/2 Ro 2 cost)-

2Ro

x4 (1/8 Ro 3 -12/16 cos 2 /Ro+80/12.8 cnsGRo 3 + ........ (3)

Let Q =90 -Cý

R=Ro-xsin;ý +x 2 /2Rocos 2O+4 x 3 /2Ro •y(os2•-x4/8Ro•(cos2•(l-Dsin2)) (4)
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The Fresnel field expression E(u) can be written as:

/A- jkR

E(u) =k' F(x')e dx' (5)
" . R

jkR

k_' F(x')e dx' (6)
Ro-/•

With x' = D
x

2

and u = kD sin U For The Linear Term
2

= kcos 2 UD2  For The Quadratic Term
8Ro

P kD3 sin UCOS:2U For The Cubic Term
16"--R 2

and,
c{ 4- Cos 2 u (1-5Sin 2 U ) For the Fourth Order Term

128R'

1 j(ux-• x 2 - x 3 + x4 +..) (7)
E(u) k 5 F(x)e dx

-I

equation 7 can be approximated by

1 j (x--/ x 2 - Ax3 )

E(u) k • F(x)e dx
-I (8)

The actual far field Pattern is Fo(u) where,

1 jux

Eo (u) = k S F(x)e dx = go(u) (9)
-1

Since Ro is chosen so that 3 are less than 1

1 j ux
E(u) - k 5 F(x)e (1-j tMx 2 -j4 x3)dx (10)

4-1
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u k jux 1 J ux l jux

Eu3 F(x)e - pk F(X)x2e x Ii, F(x)x3- dx
Ji -% -1 -Iý

1 jux 1 jux×
- g0 (u)-JPK • F(x)x 2 e dx -J' x 5 F(x) 3 e dx

-1 -1I

Since,
Sjux 1 dk 1 jux

- F(x)e dx = J(k du ý F(x)e dx

-I-

where g(n) represents the derivative to the nth power the corresponding power

pattern is P(u) - E(u) E*(u)

P(u) Igo(U)- g 3 )(u)1 2 +. 2 go( 2 ) 2 + higher order terms

9g(u) + 1g (u 2b go(u)gk"'(u) + 0-gok') 2 + higher order

Using the assumption that the ideal far field Taylor or similar far field Pattern

can be approximated by

go(u) - a sinu bf(u ci__

So beyond small angle,

g o (u) -a sinu_

2 a sinu - 2cosu +2sinu\g 2)(u)! a - -'-
0u u2 ul

(cosu + 3sinu +6sinu -6sinu1
g( 3 )(u)= a\

u u2  u3 u4u)

(u 2 •Po(u) - Po(u)

8e2 + 0 '~+2t 4
sin2 ua 2  L +COS 2 ua 2  +

14 u3 3ku 2  u4 u 2

+sinucosua2 \ 2t'uhi2
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Comparison of terms indicates the _24term is the strongest. Simplifying further, the
u

error envelope is:

a28EAL a 4p
I., ( u) a2 and

U2  U4  U4

If quadratic phase error is removed, the 2j. a 2 becomes the dominant term.
kD2  u7-

8Ro

kD2  kD2

,= ---- (COS2 O -1) - -Sin2

8Ro 8Ro

Without quadratic phase correction the dominant error term is proportional to

COS 2 g so the distortion is greatest at E)O. With the corretion this error

term bh, omes proportional to sin2 G and so is very small near G=o. As might

be expected, this change results in the evaluation of the • term as the dominant

error. Examination of this expression gives the resulting error as a function

of the array size, measurement distance and wavelength. This error is
2aZ

E(u 2_

and is the absolute resulting error. The normalized error or percentage error

is

E(u)
E(u)_ -- 2.

go (u)

or,
kD3

E(u)= - Sine cos 2 G
8Ro

D3 "sin' cos 2 )

4
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This gives the residual error. If a j is also the acceptable error

allowed by this measurement technique the minimum range for use of quadratic

phase only is D3 1/2

.3 N

For example if the maximum added error is .ldb (.023) and is .16', the

R 30D3 / 2

D R 2D2/^_

8' 1920' 3072'

it' 1920' 3072'

32' 5430' 12288'

If this range is too great the error can be reduced by using cubic phase correction

repeated several times. This reduces the error around a limited angular range.

The normalized error is then,
D3

E(u) =-/4 - (sinG cos -SinGoCos 0)o
AR 2

With an approximate range of 100 and the third order correction the range can be

reduced by a factor of 8.

D R(cubic correction) R(with quadratic only)

8' 85' 680'

16' 240' 1920'

32' 680' 5430'

Over the full range of 1800 the phase correction must be applied on the

order of 9 times since the correction is double valued.

CONCLUSION:

The use of both quadratic and when necessary third order phase correction

permits the accurate measurement of the far field pattern of very large phased
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arrays at ranges much less than the normal far field distance. This

technique applies only to arrays with one dimension much greater than the other

and only when the statistical sidelobe behavior not the exact (with any particular

phase shifter setting) is required.
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MATHEMATICAL MODEL OF A LARGE APERTURE
FOCUSING ANTENNA

Thomas Smerczynski, RJO Enterprises, Inc. (IEEE Member)
Nathan Marchand, Marchand Electronics Laboratories (IEEE Member)
2Md Lt. Greg F. Smith, USAF RADC/1EEV (EEE Member)

Abstract - A methodology was developed using Holographic Metrology to study large

aperture parabolic focusing antennas operating in the near field at 1-12 GHz. The methodology
included the development of an algorithm characterizing, the RF hologram. RF sources and

reflections create the EMP phase and amplitude distribution across the aperture, which are used to
calculate the RF hologram. The algorithm, as well, calculates the radial variation associated with

intensity, a significant property when analyzing near field signals.

A computer model was developed to implement the algorithm, simulating an actual

parabolic focusing antenna with an adjustable log-periodic dipole array feed. Extensive field tests

-WCILc AJIIUUc'tCAJUU ~anu hyQl %.ar WJLIUI %iULyUL LV.L VWIU3 LViAO ,J&XJULLL 0%,V.QL Aj MIJAJ4AO.

analysis validated the use of the algorithm, proving the methodology successful.

1. INTRODUCTION

This paper describes the mathematical model used to determine the gain of very high

frequency, large aperture antennas used for electromagnetic emission testing. The model was used
to evaluate the gain at TEMPEST distances for a focusing parabolic reflector over a frequency
range of 1.0 GHz to 12.4 GHz.

A computer model was established to replicate the mathematical model. The characteristics
of a specified parabolic antenna with a log-periodic antenna at its focus were derived and integrated
into the computer model as a test of accuracy and effectiveness.

The antenna under test was a 45-inch diameter Parabolic Focusing Antenna with an
adjustable log-periodic dipole array feed. Field tests were performed at the Rome Air Development
Center, Antenna Test Facility in Ipswich, Massachusetts. The results were compared to those
obtained from the computer model, validating the algorithms mathematical model. Comparative
data plots will be presented in the conclusion.
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11. MODEL DESCRIPTION

Huygens was first to suggest that any wavefront could be regarded as an array of
secondary sources and he postulated that the field of the secondary source should be entirely in the

direction of the advancing wavefiront. In addition, the Induction Theorem states that each

secondary source is a combination of electric and magnetic current elements whose moments are

respectively proportional to the magnetic and electric intensities tangential to the wavefront
(Schelkunoff, pp. 357-358). What this means is that once we know the electromagnetic force

phase and amplitude distribution across an aperture, we can determine by the radiation equations

what the three dimensional radiated field distribution will be. When this is accomplished by using
filters and lasers in the light frequency bands, the result is a hologram. Focusing to a point is a

relatively simple application of these principles where the object is to obtain a three dimensional

EMF pattern that converges to a point on the boresight vector line of an antenna.

Figure 1 - Plane aperture of diameter "p" with a phase distribution that focuses the
energy at the point F.

2
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III. PARABOLA EQUATIONS

As shown in Figure 1, a plane circular aperture is illuminated by a point radiator at F, a
point on the boresight WF of the aperture. The electromagnetic wave arriving at W, the center of
the aperture, will lead in phase the EM wave arriving at b, the point on the aperture a distance b-0
from the center. To bring into focus the radiator F it will be necessary to effectively match the
phases in each differential portiun of the aperture. In effect, it will be focusing on one element of a
three dimensional, one color (frequency), hologram. The phases will be matched by means of a
focusing parabola. (The parabola was used, even though it was not the optimum aperture for the
task, because it was available to validate the model).

MXY)

IY

- -- -e -- -

(0,0) - - - .F-X

F
w

Figure 2 - Section through the center of a focusing parabola

From Figure 2 it can be seen that

(1) (F-X)/R- = COS(O)

and

(2) Y/R = SLN(O)

But for a parabola

3

507



(3) F+W = R+W-X

o r

(4) R = F+X

Substituting Eq.4 into Eq. 1 and solving for X

(5) X= F [I -COS(())]]

Which can be reduced to

(6a) X = FIT.N2(e/2)I

C- -__:1 -- -. .. T . ,_ Z .r" A 1--- J
'3mUIlUUy, SUIULU. m L-Ag"*-.- JUIlU LAI..t allu aUiVult 1IU I'.

(6b) R = F[SEC2(0/2)]

And then using Eq.2

(6c) Y = 2F[TAN(0/2)]

Thus tho- narnhnincb e.derIhciintern nf F. a onntant, the. fnrtr dlistance, and the

variable, "0".

4
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IV. MOVING THE TRANSDUCER

To vary the phase across the aperture, the transducer is moved out to B, the ray from the

transducer at B, its new position, now makes an angle "T'" with horizontal. The new angle ,"TI ",
can be obtained in terms of" 0" by the following expression for its tangent.

2FTAN 0-
(7a) TAN(xV) = Y /F+d-X) 2

F+d-F TAN2  L)
2

So that

(7b) ' =TAN ,
F+d-F TAIW..(,)

Also "13", the angle the ray makes with the ray from "0" is given by

(8) 3 = (900- P)-(90°- 0) = (0- T)

(X.Y)••L2

~(0.0) 0- : F.0 W 0 '

Now Position
of Transducer

Rgure 3- Phase variation across the aperture when then transducer Is moved an addItlonaJ

distance d out from F.

5
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Using Snell's Equation which states that the angle of incidence equals the angle of

reflection, the reflected wave, Xb, also makes an angle of "P" with the horizontal. Thus

(9) TAN(P3) = (Y-b)/(W-X)

And solving for b.

(10) b = F( [TAN(O-"P)I[TAN2(0/2)]+2TAN(0/2))-WTAN(O-')

In order to obtain the relative phase across the aperture, it is necessary to find the relative
time delay. In free space, the distance delay is proportional to the time (or phase) delay. As a
ieference, the delay will be related to the normal distance delay of (F+D+W) as shown in Figure 4.

The relative delay, AL, for a transducer at the point B would be

(11) AL = Li+L2-(F+d+W)

Where

COS(O) W-X, = Ny+n&N2
L2 L2

(12) L2 = W-F[TAN2(0/2)]/(COS(13))

Thus

(13) L2 W-FTAN2j•U)S

COS(O-TV)

Where "'*" is shown in Eq. 7b.

(14) SIN(') = YI/LI

6 51U



So that

(15) Li = 2FITAN(O/2)l
SINe()

Solving for "AL"

(16) &L =.2 (i2)1 +__W-FrA 2_- (F+d+W)
SIN('V) COS(O -'')

Converting the distance to radians by, multiplying by 2ic/k, and noting the phase

variation in "AL" as "0", we obtain:

(17) t=2{n2F TAN(0t2) + W - FTAN (09/2) - F+d+W)]

SINQ4') COS(O -'I')

OY) z ,(W.b)

N1 L

Figure 4 - Parabola focused on point C by moving the transducer from F to B.

7
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V. TRANSDUCER EQUATIONS

As shown in Figure 4, the transducer is moved out to the point B, a distance d from the fwu
field focusing point F, in order for the parabola to focus at the required point C, at distance D from
the aperture plane. From the point C, the signal must travel a distance L to the aperture plane

intercept (W,b). The angle the line L makes with the parabola normal is noted as "f" so that:

(18) L= D/(COS(4))

However

(19) TAN() =_b
D

Using (10) and solving for ""

(20) * = TAN-' I[F/D]([TAN(O -TP)]TAN 2(0/2) + 2TAN(0/2)) - (W/D)TAN(O-TI)) }

Substituting into (18)

D
(21) L-

COS(TAN"1 [ (F/D) ([TAN( 0- V )]TAN2( 0 / 2) + 2 TAN( 0/2)- (W/D) TAN(O - )] }

Again using the centerline distance of travel as the reference distance, the distance D is
s,,btracted from L to get the relative phase variation to focus at the point C. Converting to radians,
and calling this required phase variation "F.' we get:

(22. 1 2D x _ _ _ _ _ _ _ _ _ D'

COS ( TAN [(F/DI((TAN( 0 - y)TAN- 0/2)+2TAN(0 /2)-(W/D)TAN(0 - ¥)11

8
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In order to have the antenna focus on the point C, the accumulative EM energy at the
transducer should arrive, with the minimum phase difference, in all its components (Tins means
that the energy arriving from each differential area on the aperture should add to the energy arriving

from every other differential area with as little phase difference as possible). In other words, 0
plus 0' should change as little as possible from one differential area on the aperture to the next.
When this condition is met the antenna will effectively focus at the required point C.

V1. TRANSDUCER ANTENNA

To completely define the received vector, the relative amplitude of each differential radiated
wave has to be determined. There are many possible transducer antennas, but since it was
desirable to field test the methodology a log periodic dipole used with the antenna to be tested was
used in the calculations. (Antenna Research Associates, Inc. antenna LPD-112/A). Referring to

Figure 3, "'"wilU vary with Y in accordance with

(23) TAN(') = Y/(F+D-X)

or

(24) T = TAN-1 [Y/kF+D-X)]

Thus" V" will have as its minimurn

(25) To = 0

Its maximum value will be its value at the edge of the dish (b equal to p/2). Calling this
value "WVp",

(26) 'p = TAN-i p/[2(F+D-X)] I

Thus the relative amplitude used to determine the relative gain of the incident wave

(effective amplitude) on the tmnnsducer is determined from the transducer pattern of width 2 'p.
Since the pattern of a log periodic array is not omnidirectional but instead resembles a broadside
dipole pattern, it was decided to use a cosine taper and define each frequency's taper by the
available manufacturer's antenna pattern.

9
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Actually, the E and H patterns were not similar nor exactly the cosine shape, but the

differences were not significant enough to warrant the assumption of a complex taper. The mnvjor
differences were above 10 Ghz, but even there the differences were less than 3 to 5 db.

Defining the Cosine taper in terms of the radial distance b:

(27) assumed Taper - COS (rb/Q)

Where Q is a constant for each aae and has to be determined from the log periodic antenna

patterns. At b equal to zero the cosine is equal to one. At the edge of the dish were b is equal to

012:

(28) COS(ipr-Q) =.f..ger at TPp (From the pattern)
Power at 'Fo (From the pattern)

Thus the constant Q for a particular pattern is given by:

(29) Q = P 1

COS PWEIRAT!

PWRAT 'V0

L- -
Substituting into equation 27:

(30) TAPER COS 2 b COS POWER AT

(ACO W E R A T %

10
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VII. WEIGHTING FUNCTIONS

The aperture distribution of assumed reradiators is circularly symmetrical such that a
differential zone plate can be used for the differential reradiator. This yields a power weighting
function, PWF, where:

(31) PWF=2 COS 2 COS POWE AT ] db
II ]POWER AT %0 I

As the transducer is moved farther away from the dish, the power also decreases with
distance. (Refer to Figure 2). Let:

(32) 8e=F++W

(33) 8w =F+W+d

Thus the power density correction factor, PDCF is given by:

(34) PDCF = 892/

The field intensity is also dependent on each differential reradiator in the aperture as well as
the distance from each reradiator to the transducer. From Figure 4:

(35) L = (D2+b2)1/2

And to account for the cosine taper that is being used, cos"T " is incorporated where:

(36) COS(T) = D/IL = D/ ((D2 + b2)1/2)

11
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Taking the product to obtain the correction factor:

(37) COS(T) = - IL - I

(D2 + b2)112 (D2 + b2)1/2

Yielding:

(38) Pattern Intensity correction factor = D/ (D2+b2)

VIII. INTEGRATION EQUATION

The relative differential intensity assumed to be reradiated from a differential zone plate, of

width db, at the radial distance b from the center of the aperture is given by dEig where P0 is a

coiastant determined by the feed antenna and the distances involved. Its value is unimportant in our

case, because it will be canceled out when determining the relative antenna factor.

(39) D 2+ DOS b22 1 b1AT - d -

[72_ [ CO [2 L 1]]SPOERA db]
D +b POWER AT %=

Integration can now be performed for the complete differential vector using the intensity

from equation 39 and the phase angle, 4-+(D' from equations 17 and 22. Thus the field intensity at

C, E•, is given by

ri.-
(40) =ýdEW/..tt:

In effect the phase is determined by the relative distances the signal travels from the point of

origin to the transducer. The field intensity in the far field, Ef is obtained by assuming C in

the far field. Similarly, the field intensity at one meter, E., is obtained by assuming C to be one

meter.

12
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The change in antenna factor is the ratio of the intensity received in the far field compared to
the intensity received when the antenna is used at one meter. Thus, the change in antenna fattor,
(CAF), is given by:

(41) CAF = 20 logio(Ef/En)

Ef is the relative intensity in the far field and En is the relative intensity at one meter.

IX. CONCLUSION

A final conclusion to th?.is study is that the mathematical model for large aperture antennas,
reconciled with the experimental work conducted on the antenna under test, demonstrates that the
methodology is valid for determining the intensity for a given radial distance.

Figure 5 through figure 9 are plots comparing the field test data to the mathematical model
output for a similar test scenario. The coordinates of the plots are gain (db) versus the point of
focus (M). The results show remarkable resemblance given the fact that the model contained
various approximations.
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This paper demonstrated that Holographic Metrology can be used to analyze the near field

operator of large aperture antennas. Computer programs (see appendices A and B) for algorithms
based upon this metrology can be formulated that describe the three dimensional ( azimuth anid

elevation ) distribution of sources and reflections that generate a specific aperture R.F. Hologram.

The distribution obtained is unique.
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2PWZDXX A

!Parabola Pr-rgram "TASRJO" - CORRECTION FACTOR Db - .05
!UPDATED OCTOBER 27, 1987
ITHIS PROGRAM VARIES THE LOCATION OF THE FEED !ENTER LOOP TO CALCULATE THE POWER INTENSITY
I"SMD" FOR A FIXED POINT OF FOCUS "D" - THE !OVER THE ANGLE "THETA" AT A GIVEN POF
!OUTPEJT FILE GENERATED "ATE180" IS FORMATTED AS
IPOWER INTENSITY VERSUZ THE POINT OF FOCUS - THIS FOR Theta - 1.0 TO 60.0
!DArA FILE IS THEN INSTALLED INTO THE PLOT FILE N - N-l
|"PLSMUZ" HIfeta - (.5*Theta)*Dtor
I Tanhlf = TAN(Hlfeta)
IDEFINITION OF VARIABLES Tansq - Tanhlf^2
I R - F/(COS (Hlfeta) ^2)
IFREQ - FREQUENCY X - F*TansqIRTOD - RADIANS TO DEGREES Y - 2*P*Tanhlf
!DTOR = DEGREES TO RADIANS Psi = ATN((Y)/(Z-X))
ITFI = TW1*PI Psi = Psl/Dtor
!C = SPEED OF LIGHT Beta = Theta-Psi
!TPIL = TWO - PI DIVIDED BY LAMBDA Beta - Beta*Dtor
ISMD = FEED LOCATION WITH RESPECT TO THE POF Psi = Psi*Otor
ID - POINT OF FOCUS B = F* (TAN (Beta) *Tanqq+2 &Tanhlf) -W*TAN (Beta)
!F = FOCAL POINT Wft= W-X
IRaO = Y - INTERCEPT OF THE DISH Capphi - Tpil*((Y)/SIIl(Psi)+(Wft)/COS(Beta))
!W = X - INTERCEPT OF THE DISH Bsq = B*B
!CASE = FILE CONTAINING FEED DISTRIBUTION Dsq - D*D
!ATE180 = OUTPUT FILE CONTAINING INTENSITY Bplsd = Bsq+Dsq

VALUES FOR VARIOUS Rdcomp = D/Bpl-ld
POINTS OF FOCUS AT A GIVEN FREQUENCY Sqdb = SQR(Bplsd)

IFACTOR = THE POWER INTENSITY Pprime = Tpil (Sqdb)
!POF = POINT OF FOCUS Reffaz = (Pprime+Capphi)-Ref

Pwr = Rhopwr (Theta)
CREATE BDAT "TV346",200,8 Taper = Tpi*B*Db*COS((2*B/Rho)*Acos(Pwr))
ASSIGN @Path2 TO "Tn34E" Pwrtht = SQR(Taner*De1sq)*Rdcomp
ASSIGN @Path3 TO "CASE3" Tpwrth = Tpwrth+Pw_-tht
C - 300000000 Intpsi = SQR(Taper*Delsq)*Rdcomp
Tpi = 2*PI Rel = Rel+Intpsi*COS(Reffaz)
Rtod = 180/PI Imag - Imag+Intpsi*SIN(Reffaz)
Dtor - PI/180 NEXT THETA
Freq - 1.2E+10
F = .50055 I EXIT "THETA LOOP" AND DETERMTNE "FACTOR"
W - 6.61/39.37
RHO - 22.75/39.37 Relsq - Rel*Rel
Lambda = C/Freq Imagsq = Imag*Imag
Tpil = Tpi/Lambda Sumsq = Relsq+Imagsq
DIM Rhopwr (60) Magpsi = SQR(Sumsq)
Std = .346 Factor = Magpsi/Tpwrth
FOR X = I to 60 OUTPUT @Path2,T;Facter

ENTER @Path3, X; Rhopwr (X) D = D+.005

D = .6787 END
FOR T = 1 TO 200
Z = F+Smd

Rel = 0
Imag 0
Delt - F+W
Delp - F+W+Smd
Sqdt = Delt*Delt
Sqdp = Delp*Delp
Delsq s Sqdt/Sqdp
Ref = Tpil* (F+Smd+W+D)
N=0
Taper = 0
Prime = 0
Reffaz = 0
Capphi = 0

Tpwrth = 0
Relsq = 0
Imagsq = 0
Sumsq = 0
Magpsi = 0
Factor = 0
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APPZNDIX a

ITHIS PROGRAM PLOTS THE OUTPUT FILE GENERATED
! FROM "TASRJO" - THE DATA IS PLOTTED AS
I POWER INTEtISITY VESUS POINT OF FOUCU$S
ASSIGN @Path TO "ONE000"
INPUT "ENTER # OF DATA POINTS", Sata
INPUT "ENTER X - AXIS LENGTH IN METERS", Scat
DIM Dumy(200)
FOP. X - 3. TO Sata
ENIrt- @Path, X;Dumy (X)
NEXT X
PLOTTER US 705, "HPGL"
PEN 5
VIEWPORT 10, 110,10,95
FRAME
AXES 4,10
CSIZE 4,.27

Test - .1
MOVE 0,0
FOR X - 1 TO 5
MOVE 1,G
LABEL TEST
TEST = TEST+.2
G - G+20
NEXT X
Testl = .4545
Testot - Testl

FOR Y = 1 TO 11
MO-VE , ,2
LABEL Testot
Testot - Testot+Testl
G = G+11.5
NEXT Y
PEN 5
GRID 12,10
PEN 5
MOVE 70,80
CSIZE 4,.3
LABEL "INTENSITY"
MOVE 70,75
LABEL "AMP VS. METERS"
MOVE 70,70
LABEL "FREQUENCY = 1.0 GHZ"
MOVE 70,65
LAESL "POINT CT 'OCUS IS. OPTIMIZED FOB TalE FAR
FIELD"
MOVE 0,0
FOR T'I TO Sata
Dumx = T*(133/Scat)
Dumx - Dumx*(Scat/Sara)
Dumy (T) = Dumy(T) *100
DRAW Dumx, DUMY (T)
NEXT T
PEN 0
END
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ABSTRACT

Reflector antennas on earth orbiting spacecrafts generally cannot be desciibed analytically. The

reflector surface is subjected to large temperature fluctuation and gradients, and is thus warped from its

true geometrical shape. Aside from distortion by thermal stresses, reflector surfaces are often

purposely shaped to minimize phase aberrations and scanning losses. To analyze distorted reflector

antennas defined by discrete surface points, a numerical technique must be applied to compute an

interpolatory surface passing through a grid of discrete points. In this paper, the distorted reflector

surface points are approximated by two analytical components; an undistorted surface component and a

surface error component. The undistorted surface component is a best fit paraboloid polynomial for the

given set of points and the surface error component is a Fourier series expansion of the deviation of the

actual surface points, from the best fit partboloid. By applying the numerical technique to approximate

the surface normals of the distorted reflector surface, the induced surface current can be obtained using

physical optics technique. These surface currents &re integrated to find the far field radiation patte;rn.
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ANALYTICAL APPROXIMATION OF A DISTORTED REFLECTOR

SURFACE DEFINED BY A DISCRETE SET OF POINTS

Roberto J. Acosta and Afroz A. Zaman

National Aeronautics and Space Administration

Lewis Research Center

Cleveland, Ohio 44135

I. Introducin

Reflector antennas in a space environment are subjccted to continuous variation in temperature

distribution, and are thus distorted from its true geometrical shape (typically parabolic, hyperbolic,

elliptical, etc.). The distorted reflector surface has in general a very complicated shape and hence can

not be represented with an analytical expression. The analysis of a distorted reflector antcnna defined

by a set of discrete surface points require the use of numerical techniques. Many numerical techniques

for analyzing the performance of reflector antennas defined by a set of points have been extensively

reported in the open literature (refs. 1-4). The most popular of these techniques represent the reflector

surface either globally or locally by using polynomial splines (refs 5,6). The polynomial splines and

other techniques require the surface points to be orderly labeled. This is an undesired characteristic

because it can result in a nonunique approximation for the desired reflector surface. The order of the

Enpine 1 iqynomial nereeslry to eS. fit the reflector surfare points is in general unknown a priori, and

therefore it involves a trial and error procedure for checking the accuracy of the interpolation.

The distorted reflector surface points can be best approximated by two analytical components, an

undistorted surface component and a surface error component. The undistorted surface component is

a best fit paraboloid polynomial for the given set of points and the surface error component is the

deviation of the actual surface points from the best fit paraboloid. This residual error component is

then described with a sinusoidal Fourier series expansion. This approximation technique is insensitive

to the labeling of the reflector surface points and can describe the surface errors very accurately.

Similar to a time signal the spatial spectrum of the surface error component is unique to the reflector

under consideration. Therefoie spatial spectra can be utilized as a performance index for comparing

distortion profiles in reflector antennas.
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2. Pigscriptiopnof thc Problem

The best analytical representation of the distorted reflector antenna surface that uniquely identifies

the surface errors can be obtained as follows: the reflector surface points are separated into two

components, a best fit paraboloid component and a sinusoidal Fourier series expansion of the residual

(ref. 7). Figure 1 illustrates a conceptual layout of ihe problem under considcration.

In analyzing large reflector antenna performance it is necessary to accurately characterize the

reflector surface points. Any deviation from its ideal geometry causes the antenna performance to

degrade. The surface error component provides an independent performance index against which

distorted reflector antennas can be compared. The surface error component by definition is a

sinusoidal Fourier series expansion of the difference between the actual reflector surface points and the

best fit paraboloid geometry. Information such as root mean square value (RMS), peak surface error

and two-dimensional distortion profile can be calculated from the surface error component. Fourier

coefficients in the series expansion represent the spatial spectrum that uniqucly identifies the distorted

reflector under study. The best fit paraboloid surface represents the reflector antenna surface in an

average sense. When the surface error is zero the best fit paraboloid surface reduces to the ideal or the

design surface geometry.

3. NumeriaR sults and Discussion

Figure 2 represents a block diagram of a computer simulation of the above stated problem. The

reflector surface points are usually obtained from a holographic, photogrametric or any other surface

detection technique. The computer algorithm was tested with known distortion profiles and I RASS -S

SYNDA-NASTRAN (Ref.1) simulated thermal distortions superimposed into a reflector antenna

geometry.

The distortion profiles considered for the simulation are described in Table 1 and the reflector

geometry illustrated in figure 3. Case A in Table 1 describes a small (A120 or less) distortion profile and

case B illustrates a large (in the order of several wavelengths) distortion profile. The frequency used for

the simulation was 10 GHz. A set of equally spaced data points (100,100) were needed to generate the

distorted reflector surface. The estimated surface errors and best fit paraboloid surface geometry are

described in Table 2.

Figures 4(a) and (b) show the estimated surface profile corresponding to case A and case B and their

respective far field radiation patterns. The results presented in table 2 are in good agreement with the
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input distortion by Fourier coefficients in Table 2. It was found that the Fourier matrix had higher

order cocfficients with non zero values but they were one order of magnitude less than the lowest

amplitude of the Fourier coefficient presented in Table 2.

The technique was compared with results obtained by using a spline polynomial fit for approximating

the distorted reflector surface points (ref. 1) In this case the distorted reflector surface points wcre

obtained by simulating thermal deformation with a TRASYS-SYNDA-NASTRAN computer

programs. In brief, TRASYS and SINDA are used to charcterize the in-orbit thermal environment;

NASTRAN calculates the thermally induced mechanical distortions. Figure 5 shows the temperature

distribution on the reflector antenna surface for the case under consideraion. The Yeflector geo.mctry

input to the thermal programs is presented in fig. 6. The frequency considered was 28.75 GH7 and

(ltK),100) surface points were used for the analysis. The fur field radiation pattern corresponding u,, the

thermal simulation case is presented in figure 7. The continuous line pattern correspiynds to the

polynomial spline algorithm and dotted line pattern corresponds to the best fit paraboloid and Fourier

series expansion approximation. There are no major differences between the beam direction and

sidelobe levels, indicating a good agreement between the two techniques. The best fi.ý paraboloid and

Fourier series algorithm was very slow: 3 hr. of c.p.u. time in an IBM 370 computer. The spline

polynomial algorithm takes about 1/2 hr. on a CILRY XMP computer. The long computation can be

justified as a trade-off to obtain vital information about the distorted surface characteristics. These are

the amplitude Gpectra of the surface error, the distorted surface profile, RMS value and the largest

deviation cn the reflector antenna surface. These are not directly available from any of the other

existing techniques.

4f.t...~ II.J*_r-...I.

One advantage of the developed technique is that it can be easily implemented to any existing

reflector antenna secondary pattern computational method. It can easily be extended to nonparabolic

reflectors surfaces (spherical, planar, hyperbolic, elliptical, etc.) by modifying the least square

polynomial approximation. In applications involving the fabrication and design of precision reflector

antennas the technique can be used as a computer aided tool. Information such as the avcrage ftyal

length, a root mean square of the surface error , surface error profile and the amplitude spectra of the

reflector antenna under consideration are easily accessible from the algorithm. One draw back of the

algorithm is that it is stow. This can be improved by using a faster computer such as a CRAY n,ý'

optimizing the computer codes.
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TABLE 1. - DISTORTION PROFILE PARAMETERS

fouri~r Coefficients(l" .l.e~e~qt9)

dil dl2 413 1121 422 423 d]l d32 33

[&SO a c.0500 .0.i0o -a.0310 *O.100 -0.00so *0.0900 -0.0033 -4.M3 .4.0310

Cost B .0.0300 .0.3000 -2.000 -3.000 .0.4000 .3.000 -A.00o '1.00 -0.3000

TABLE 2 - ESTIMATED DISTORTION PROFILE PARAMETERS

Fourier Coefficients

.009 .. 11 .0. 0 _.10 -40, _401

c s 1 0 .03 8 .0 . , , ,9 - 1 . 1 -9 0 OP* ¢ I 4 O -Z . . . S . , Q • -4 1. 2 " ,

Istlmted focal length:
Cate A 3.290109 ft
Lase 6 3.3i309i ft
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(a) Case A (small distortion profile).

4 E-plane radiation pattern and their estimated distortion profile.
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C 0.200

4f' "D 0.150
0 F,•j 0.050
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(b) Case B (large distortion profile).

Fig. 4 - Concl.
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ABSTRACT

This paper will desc~ri be the Adaptive Spatial

Si gnal Processing Test Facility and some of the

experimental results obtained using the facility. The

test facility consists of an anechoic chamber, antenna

pattern measurement equipment, and the Flexible

Adaptive Spatial Signal Processor (FASSP).

Fethods of implementing antenna arrays and

spati allyv distributed RF signal/i nterference scenarios

using the anechoic chamber are described. The use of

antenna pattern measurement equipment to aid in the

configuration of antenna arrays and positioning of

signal/interference sources is also presented.

The capabilities of the FASSP are described. The

different hardware modes of the FASSP and the methods

of adaptive beamforming and nulIi ng are described.

Data from different arrays, scenarios, adaptive
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algorithms and FASSP hardware configurations is

presented.

The test bed has recently been enh3nced by the

addition of a systolic array processor. The function

and capabilities of this adaptive processor wi be

described.

An effort to upgrade the test facility by

employing optical fiber transmission lines is also

discussed in the paper.

1. INTRODUCTION

In an effort to employ the interference

suppression capabilities of adaptive antenna

technology in military communications systems, many

DoD labs have funded a large number of research and

exploratory development efforts toward this end. For

many applications of this technology, the specific

design and development of an antenna array, signal

processing hardware system, and algorithm to meet a

specific user's needs is required. Al though the

interference suppression capability of such systems is

impressive, many applications have not been

implemented because they were not cost effective.

Over the years, RADC has attempted to reduce the

development costs of adaptive antenna systems by
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various means. In 1978, RADC purchased and installed

an anechoic chamber and an antenna analyzer system.

Significant cost savings on a number of adaptive

antenna efforts was realized using this test facility.

For the first time at RADC, antenna arrays could be

designed and tested in a cost effective manner using

the test facility.

The Flexible Adaptive Spatial Signal Processor

(FASSP) was installed and integrated with the anechoic

chamber and antenna analyzer in 1985, greatly

enhancing the test faci lity. The flexibility of the

FASSP hardware and the ability to program algorithms

made the complete design and testing of adaptive

antenna systems relativity inexpensive.

The Systolic Processor Array for Radar and

Communications (SPARC) was delivered and integrated

into the adaptive test facility in May of 1988. The

impressive computational power of this digital

processor performs a specific algorithm about 400

times faster than previously developed all-digital

adaptive processors.

RADC is presently looking at the ways in which

recent developments in photonics can enhance the

adaptive test facility. A few efforts are planned to
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explore optical 1inks, optical beamforming and optical

signal processors.

2. ANECHOIC CHAMBER AND ANTENNA PATTERN ANALYZER

The anechoic chamber was installed at RADC in the

RF Lab in 1978. The chamber is rectangular in shape

and can be used over a wide range of frequencies from

300 MHz to 10 GHz and above. The receive end of the

chamber has a pedestal that can be rotated in azimuth

or elevation either manually or under computer

control. Antennas are mounted on the pedestal in the

center of a 6 ft. diameter spherical quiet zone. The

transmit end of the chamber is adjacent to an

equipment room where interference sources and

communications systems can be installed to implement

many different test configurations.

The Scientific Atlanta measurement System

provides a means of determining antenna/antenna-array

patterns. The antenna analyzer system can be operated

manually or automatically. For adaptive antenna array

tests it is necessary to locate

interference/communications sources at precise

positions with respect to the array. A computer

program can be used to predict the expected pattern of

a given array based on the number of elements and
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geometry of the array. A laser can be mounted on the

pedestal and used to precisely locate a broadside CW

source. Then the array can be installed on the

pedestal and an actual pattern can be obtained using

the CW source and the antenna analyzer system. The

actual pattern and the predicted pattern can be

compared. Once the two patterns agree, the actual

pattern can be used to locate other sources for

adaptive array testing (see figures 1 and 2).

-- t] 77 -r r--
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SCALE: * 450

FIGURE 1 - ACTUAL ANTENNA PATTERN
(Four element linear horn array)

b43



0.00

-) I II II
SII

r')

-30.0 C.0C3 30. D
SCPN RNC..E [CEGREESI

FIGURE 2 - COMPUTER GENERATED ANTENNA PATTERN
(Four element linear horn array)

3. FLEXIBLE ADAPTIVE SPATIAL SIGNAL PROCESSOR

Syracuse Research Corporation (SRC) installed and

tested the FASSP in the RADC adaptive test bed in

April of 1984. Essentially, the FASSP is a

hardware/software reconfigurable/programinable analog

and digital adaptive beamnforming/interference-nulling

processor. The FASSP has 12 SHF receivers which down-

convert to an IF of 540 MHz. An IF interconnect panel

allows 12 IF signals to be connected to any of the 12
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analog and/or digital weighting modules. The baseband

receivers down-convert the 26 real (13 complex) IF

channels to baseband and, using eight bit sign

magnitude A/D conversion, produce 26 real digital

sampled data streams. All the adaptive data

processing is done in an AP120B floating point

processor and the digital weights are converted to

analog, using D/A conversion, for application to the

analog weighting modules or directly applied to the

digital weighting modules. The whole process is under

the control of an PDP11/44 DUC computer (see figure

3).

FASSP FUNCTIONAL DIAGRAM

*[ '-"

.I

FIGURE 3
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FASSP SPECIFICATIONS
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For a list of various performance specifications and

available algorithms see the appropriate charts (see

figure 4 and 5). The FASSP is capable of producing

charts and graphs of antenna patterns, beamformer

residue output power and Eigen vector/value analysis

of the array correlation matrix (see figure 6).

C4 44 '444'L IU'.444

. .....

I -
N

IL MAB

FIGURE 6

4. SYSTOLIC PROCESSOR ARRAY FOR RADAR AND COMM

The Hazeltine Corp. delivered to RADC the

Systolic Processor Array for Radar and Communication
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in the first quarter of 1988. Integration into the

adaptive test facility and acceptance testing was

completed in the second quarter of 1988 (see figure

7). SPARC is controlled, via an IEEE - 488 bus,

through its interface by the same computer as the

FASSP.

.*4.

I.I

FIGURE 7 SPARC
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The processor is a linear systolic array which

solves an M x 12 system of equations by performing QR

-factorization using Givens rotations.I The processor

operates directly on the data which flows, in

parallel, from the 12 complex channels of the FASSP

through the SPARC interface to the SPARC processor.

The SPARC solves the system of equations and provides

a solution every 50 microseconds. The processor does

all computation in 3- bit IEEE standard arithmetic but

supplies the solutions/weights in 8 or 12 bit integer

format.

Many of the SPARC parameters are programmable.

Some of the parameters that can be selected are data

source, batch or iterative mode, pilot vector, active

elements and scaling for the integer weight output,

Using data from the 12 element array implemented

in the anechoic chamber, the SPARC in concert with the

FASSP can remove 11 spatially distributed interference

sources from the residue output of the FASSP digital

beamformer.

5. OPTICAL TECHNOLOGY APPLICATIONS

One of the reasons for upgrading the adaptive

test facility by employing fiber optical transmission

lines is to preserve the performance of the anechoic
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chamber. Installation of the fiber optical cable will

reduce the overall amount and size of existing cable

and allow the removal of equipment now employed within

the anechoic chamber to perform phased array antenna

measurements. The FASSP receiver assembly wi also

be removed from the chamber.

There are some impressive advantages to fiber

optical systems. Fiber optics offers very low,

constant attenuation at all frequencies, bandwidths

that are extremely wide, impervious to EMI and RFI,

and the reduced size and weight of components to

perform the same tasks.

A four element array will be constructed in the

normal fashion to provide a means of comparison to a

four element optically linked array (see figure 8).

The components necessary for the four element link

have been purchased and are being evaluated. The

components will be assembled into links and time and

phased matched as required by the beamforming/nulling

adaptive process. The optically linked array will be

evaluated in terms of noise figure, dynamic range,

linearity, signal to noise and cancellation ratios and

the antenna patterns of the arrays. These performance

measures can be compared to the baseline standard
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configured four element array.

FIGURE 8 - SIX ELEMENT RECEIVE ARRAY

Design and development of an optical adaptive

processor to be installed into the FASSP system is

currently underway. The goal of this effort is to

exploit the capabili i ty of optical technology in

performing beamforming and nulling. The optical

adaptive processor will be a digita system. It will

be capable of performing digital beamformi ng and

nulling with greater dynamic range than previously
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developed analog optical systems. It also will be

capable of performing the adaptive weighting and

processing requirement much faster, using less power

than its electronic counterparts with the same degree

of accuracy. Design specifications for the optical

adaptive processor to be instalied irn the FASSP

include a processing bandwidth of 10 MHz, 4 degrees of

freedom, and null depths of 40 dB with a goal for the

weight update rate of 2.5 microseconds (see figure 9).

FIGUFKL 9 -OPTICAL LOOUKP TAbLL
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As a comparison of the performance of an opti cal

processor against an electronic one, it has been

estimated that if the same architecture were used for'

both types, the opti cal processor could achi eve e

efficiencies of 9.15 x 1010 operations/sec. W, whereas

the state of the art in GaAs would be limited to 8.9 x

10 8  operations/sec. W.2

1.1 .

1-/ D
R I3 -O"i't I-

RI'F2

I•]I-: IlO .ll~

FIGURL 10 - OPTICAL MULTIPLEXER DEMULTIPLEXER

Wavelength Division Multiplexing (WDM) is a

technique where each signal is asssigned its own color

(wavelength). The WDM system is relatively easy to

implement with comuiercially available components. The
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system includes (see figure 10) a laser diode

transmitter for each signal, a multiplexer and

demultiplexer (these are typically a grating which

diffract each signal at a different angle as a

function of its wavelength), optical fiber, and a

photodetector receiver.

There are numerous system applications which

would benefit by the WDM's high speed, compact and

reliable system, and non-radiating and EMI impervious

fiber, transmission line. An immediate application at

RADC is the anechoic chamber where the WDM system

would eliminate the potentially RF radiatincg, 12

microwave cables, as well as its bulky preamplifiers

and would result in a more accurate and efficient

system.

WDM systems of 1500 signals are theoretically

possible and work is progressing rapidly tGward design

and realization of these systems. When these systems

become available it will become possible to control

antenna arrays with hundreds of elements with a single

WDM system.

6. CONCLUSIUNS

Over the years the adaptive test facility has

been upgraded many times and will continue to be



upgraded in the future. The facility has been a cost

effective tool for adaptive antenna system de s ign .

Development efforts for beamforming/interference-

suppression for satellite communications, radar and

antenna array designs have made use of this faci lity

tu reduce design and development costs.
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A RAPID, ACCURATE TEST MiETHOD FOR MEASURING ELECTRICAL
PHASE LENGTH

By George J. Monser

RAYTHEON COMPANY
Electromagnetic Systems Division

Goleta, California 93117

ABSTRACT

This paper first presents an overview of the types of errors present in phase

length measurements. Next, a minimum-error test method is formulated. The

first test results using this test method are irncluded, demonstrating accuracies

on the order of ±3 electrical degrees at 18 GHz. Measurement time using

currently available ANAs is accomplished in less than 1/2 minute when run in

the reflective, time-domain mode.

Key words. phaso length measurements, minimum-error test method

1.0 INTRODUCTION

For optimum performance of advanced multibeami phased-array systems,

the design criteria of electrical phase must be satisfied since any

deviations from these criteria result !n e reduction of system radiated

power (Figure 1), bcam-brpadening, beamn-steering errors, and higher

sidelobes (Figure 2). Because all of these factors are considered
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undesirable, it was necessary to devise a test method for accurately

measuring phase lengths. And, since a number of parts were to be

measured, a test method was needed that required minimum test time.

1

2
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4-
C,/)

0
-J5
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dB-1 i- +e-o2 (1 -1-) ]

N N
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Figure 1. Transmitter with Eight TWTs Degradation with Phase Error
(Gaussian Disti'ibution)
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Figure 2. Small Array (N Equals 10) First Sideiobe Level versus
Phase Error

This paper presents an overview discussion of t#e %yp.s of errors

present In phase-length measurements; considers the test options, and

then formulates a fast, minimum-error test method.

2.0 R E ING RR .R _ UR

Figure 3 illustrates the system flow and errors to be considered. (Figure

3 is based on Hewlett-Packard 8510 General Information, pp 1-89.)

Random errors are typified by connector-mating uncertainties
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and flexure (bending) effects when cables are tested . Machine errors

are those resulting from internal errors. They can be combined in RSS

fashion to specify analyzer's proficiency. Under controlled conditions,

without regard to mating uncertainties, this RSS error represents the best

tolerance to which a phase measurement can be made.

C
I *T. r,,,14tt - t"m a

6i iwr I POW 2

lotal Reflection Phase Uncertainty (Erp)

Erp=Sin-I(Vr/S11)+ t"fr(phasei +2S1

where

V( =Sr+ IV W,
2 -_ X,

2 Yr
2 +Zr

2

Sr=Sy'-tematic Error =(D +St1)+TrSIj +(Ms+S 1 l)SII 2 (M W I S 2 )
S2 1S 12 +AS 1 1

Wr Randdorn low-level noise = 3N 1

Xr = Random high-level noise = 3NhSI I

Y, = Random Port-1 repeatability = Rr1 I 2,IvS11 4 R, ISi 1
2

Zr = Random Port-2 repeatability = R, 2S 2 s1S2

Trd = Phase stability with temperaturc; = 10 1 1 001 4 fGHJ X A°C

S, = Port 1 cable transmission stability =10 051 X fGH!

Figure 3. System Flow and RSS Errors

Systematic errors are typified as bias effects. For example, for a phase

measurement relying on comparison to a reference channe& cable, the

difference in temperatures between the test and reference channels

produces a blias error. In addition, a bias error will exist in converting
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electrical length to physical length if the velocity of light used in the

computation is not corrected for local ambient conditions,

The correction for calculating the speed of light relative to local ambient

conditions requires knowledge of temperature, humidity, arid air

pressure. Given these values, and using an NBS-furnished equation, a

correction can be effected.

Connector-mating uncertainties can be reduced by using precision

connectors and adapters. Flexure uncertainties in cabie tests can be

avoided using a cable-holding jig.

Using a frequency synthesizer locked to an ultra-stable source minimizes

the frequency error so that the remaining error is associated to the errors

in determining time delay. It has been found that the best results are

achieved by linearizing the network analyzer over the widest bandwidth

(i.e., 2 to 18 GHz is typical).

Following linearization and transformation, the machine is commanded

to measure the distance difference between reflection from a short at the

output and then from the same short positioned at the end of the cable-

under-test.
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Errors In the resulting measurement include the intrinsic network

analyzer error and the uncertainty errors associated with connecting to

the cable-under-test.

3.0 TEST METHOD

Looking at the two choices for measuring electrical length, it appears that

less error is Incurred in a reflection-type measurement (see Table 1).

Figure 4 shows a simplified schematic of the test configuration used to

automatically determine the electrical length of the cable. Either network

analyzer can be programmed tnd used to find the time delay to a short at

the end of the cable-under-test. Internal to the network analyzer, the

measurement is performed in the frequency domain and the value is then

converted to time delay. A final computation is made to determine

electrical length,

Electrical Length = 360 x F x T (1)

where:

F Frequency in GHz

T One-way cable delay in
nanoseconds
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TABLE 1. MEASUREMENT CHOICES

Transmission Reflection

Requires the fewest X
number of adapters

Permits measurement with- X
out distorting the cable

Transits through the cable X
N =2, averaging effect

I-I I,- L
Short at Cable

ANA at ANA (or Air-Line)
Test Set Cable-Under-Test ' Output Output

-/ Valuea- Measured
L E

Test-Set Short
Output

Distance (or Time Delay)
(a) Test Schematic (b) Illustrative Measurement

Figure 4. Measurement Concept
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Rather than attempting to quantify each error and computing an RSS

error, the following method was used:

1. First, using beadless air lines, the mechanical length is accurately

found.

2. Next the electrical length is computed from these dimensions,

taking into account local ambient temperature, humidity and pressure

which slightly affect the speed-of-light to be used in computing length.

3. The air line is then measured using the network analyzer.

4. Results are then compared.

5. The connection and measurement (steps 2 through 4) are then

repeated several times to determine a quasi-probable error (many more

measurements over a time span are required to obtain a statistical

probable error).

Following the above calibration, the electrical length for the cable is

measured, first from J1 to J2 and then from J2 to JA. Next, an average

electrical length is computed. Following the test, the calibration

intactness is re-verified with the air line.
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4.0 TEST RESULTS

Two sets of results are given.

4.1 AIR LINE MEA5UREMENT•

Following the above procedure, air lines were tested at both Hewlett-

Packard and Wiltron. First the mechanical lengths were determined.

Next the lengths were determined using the respective ANAs. Values

found by each ANA measurement were then corrected for local ambient

conditions. Table 2 shows the results.

TABLE 2. AIR LINE RESULTS

fir III I3l1easur I,• ~ lql• Ut/ I mI-.-., I C ... U

Article Mechanical Length ANA
(Beadless Length By ANA Measurement

Vendor Air Lines) (MM) (MM) (MM)

A 7.5 CM 74.930 t 0.013 75.064 75.044

B 10.0 CM 100.012 ± 0.013 100.040 100.008

"* Vendor A results =0.11. milli-meters or about 2.5 electrical degrees at 18 GHz

* Vendor B results = 0.028 milli-meters or about 0.6 electrical degrees at 18 GHz

* Repeat test for vendor A showed 1.5' at 18 GHz
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The difference for Vendor A showed 0.114 mm, which is about 2.5

electrical degrees at 18 GHz. The difference for Vendor B showed 0.028

mm, which is about 0.6 electrical degree at 18 GHz. In addition, similar

measurements were performed by a cable manufacturer using Vendor

A's equipment. The resulting error was 1.5 electrical degrees at 18 GHz.

An interesting fact is that for stainless steel airlines of a nominal length of

7.5 cm, a temperature .hanne of +30C changes the length about ±--_1

electrical degree at 18 GHz.

4.2 CABLEMEASUREMEN.T

Following the air line tests, the electrical lengths for four 0.141 mm semi-

rigid cables were determined by each manufacturer. Table 3 shows the

results.

From this tabulation it may be observed that the electrical lengths agree

within 6 electrical degrees, or approximately 0.1 percent. The final

operation is to find the mechanical length for the above cables.
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TABLE I. CABLE RESULTS

Test Article Measured ANA Calcu•aTetd
(0.141 Semi- Turne D. lay Electrical Length
RgI6 Straight In Pfco In Degreew•

Vendor, Cd•,es) Seconds At 18 GHz

A 1 665 053 5395

A 2 1667598 5403

A 5 1667.3E8 5402

Al

B 1 1666 644 5400

B 21, 7 64,4 5403

a 5 iý,;68 544 54c•

.. 6_b667.64• 5403

Observe ,nam the el..tr'tcai Isnighs agrt,, w; hin 6" or
a,.proximately 

0.1 percerI

The following Lxpressian relites the ,,araabies,

E'ect.ical Length = 3600 x L/, x xe k2)

where:

Lk. Physical Length

x = Wave Length = C/F

e Dielectric Constari

C = Velocity of Light

F Frequency
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In using equation (2) both x and L must be in consistent units, and

accurate knowledge of the dielectric constant (as it exists in the cable) is
a

requir.d. This can be found by testing a long, known length of cable and

computing the phase velocity, which is 1/i!e. In addition, the speed of

light should be corrected for air temperature, humidity, and pressure.

For example, in a vacuum, the speed of light is given as:

I]

C = 2.997928 ±-0.000004 x 10 0 CM/Second

(Physics and Chemistry Handbook)

Using an NBS computation, the effective dielectric constant of air is found

to be 1.000649 for 760 mm pressure, 50 percent humidity, and 20"C.

Thus the speed of light used in equation (2) should be multiplied by,

1 =0.9996757
\eAiR

Finally, the frequency must be accurately known, and frequency stability

maintained throughout tests.
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5.0 CONCLUDING REMA

1. A reliable and fast test method for accurately determining

electrical length has been described.

2. By rigorously following the procedure, the electrical lengths can be

found to within ±3 electrical degrees, provided connector uncertainties

do not exceed ±2 electrical degrees.

3. In tests with both analyzers, it was found that the phase length

measurement time was under 1/2 minute.
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2--D MICROWAVE IMAGING OF AIRCRAFT

Bernard D. Steinberg
Valley Forge Research Center

The Moore School of Electrical Engineering
University of Pennsylvania
Philadelphia, PA 1 910 4

ABSTRACT

Because of the long wavelength of microwave radiation, the imaging
of targets requires very large antennas. This paper describes three
methods of imaging aircraft from the ground with microwave radar
with quality suitable for aircraft target recognition. The imaging
methods are based upon a self-calibration procedure called adaptive
beamforming (ABF) that compensates for the severe geometric distor-
tion inherent in any imaging system that is large enough to achieve
the high angular resolution necessary for two-dimensional target

.16iLCI.... ...... l..rooess) a-lgorirr13 is described and X-band, 3
cm) wavelength experiments demonstrate its success on commercial
aircraft flying into Philadelphia lnternational Airport.

1. INTRODUCTION

This paper describes three methods of imaging aircraft from the

ground with microwave radar with quality suitable for aircraft

target recogi ition. Illustrations are shown in the upper portions

of Figure 1-3. Plan--view drawings of the airplanes are included to

facilitate comparison. The imaging methods are based upon a 3elf-

callbration procedure called adaptive beamforming (ABF) that

compensates for the severe geometric distortion inherent 'in any

imraging system that is large enough to achieve the high angular

resolution necessary for two-dimcnsional target imaging.

The lower portions of the figures illustrate the fail,.ire of

conventional clecLronic scanning to form useful images; in all three

cases the distortions ir. the microwave apertures grossly exceed the



tolerances stipulated by diffraction theory. The same data sets were

used to form the upper and the lower images in each experiment. ABF

was introduced only when the upper images were being formed. It is

evident from the ease of target recognition from these images that

the procedure phase-corrected the radar echos and thereby compen-

sated for the distortions in the apertures. The result (upper) is

high resolution, diffraction-limited imagery from which length and

wing span can be measured, the sweep of the wings observed, the

question of whether or not there are engines in the wings answered,

and so forth. In short, target classification becomes possible.

2. ADAPTIVE BEAMFORMING

ABF is a data adaptive feedback control procedure that adjusts

the complex weight vector in a large phased array so as to compen-

sate for geometric and electrical distortion in the system. The

control information is derived from measurements of the complex

radiation field from the targets being imaged.

2.1 Dominant Scatterer Algorithm

The basic procedure assumes that there exists somewhere in the

field of view of the imaging system a point-like scatterer cr source

having large radar cross-section or source strength. A corner

reflectoc proves to be an excellent target for the beamforming

procedure. The theory governing the requirements on its characteris-

tics is publishedi'2. There it is shown that the physical size of
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the source can be no larger than AR/2L, where X is the wavelength; R

is the raaar-to-target distance and L is t1he size of the imacg-.!

aperture; and that its echo strength must exceed the total backscat-

ter from all the other scatterers in its range bin by at least 4 d3.

Such a target or source radiates a nearly spherical wavefront, whidc,

induces a simple phase variation across the array. Provided that tr)ý

array is linear or planar, the phase variation is linear if L

target or the source is in the far field, or approximately quadratic

when the source is in the near field. Deviations from such simple

behavior indicate geometric distortion in the array, electrical

mistunings, or wav'efront distortion due to turbulence in the

propagation medium.

2. iFigure 4 models the problem2. A transmitter in the upper rigih

launches a short RF pulse toward a point scatterer. The reradiation

illuminates the receiving phased array with a spherical wavefronc.-

The array is shown distorted in two dimensions: the antenna elements

are displaced from a datum line denoting the location of the array,

and the spacings between the elemu'.ts are not equal. lThus tile phases

of the signals received by these elements are not those determined

by the distances from the point target to the inteosections of a

periodically sampled stcaighc. line (the array) and a circle (cros.s

section of the spherically expanding wave). Instead, the measured

phases are altered by the displacements of the antenna elements from

their design positions. The phase-ercor tolerance is smaller than
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one-tenth of a wavelength if the gain of the array is to be main-

tained to within atout one dB, and smaller still if reasonable

3,4control is to be exercised over the side radiation pattern

The tolerable distortion, therefore, is very small. Similarly small

are the allowed mistunings in the receiver channels (not shown)

behind each antenna element or the phase distortion in the wavefront

induced by variations of the refractive index of the propagation

medium.

Adaptive beamforming compensates for this problem in the fol-

lowing manner: The amplitudes of the echoes from the point target,

as measured in the receivers, are little perturbed by the geometric

errors in the array or the electrical errors in the receivers. Phase

information, on the other hand, is subst.antially destroyed when the

displacements of the antennas exceed a small fraction of the

wavelength. The signal processor' uses the fact that. the variance of

the amplitude of the echoes from the point target, as m, easured in

the receivers, is small: it searches in range tor tnat range bin,

called the reference range, in which the echoes have the smallest

amplitude variance. Corrections are ea,ýily made to the arrcy by

phase shifting all the signals received from the point scatterer at

the reference range to a common phase. This process is called pliase

conjugation 5r6 and is schematically indicated by the feedback net-

work ir, the lower right of tihe figure. A superior' correci~ion is ;:-

complex weight at each location that. is the complex conjugate of the

received signal. this correction r.sults in a radiation pattern that
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is approximately the mal-.ched spat ial-!fi lt!er rescýýonse of the system

to the target or source 7 ,'2 . This m-ea,-s ti-'.ar tlhe magnitudie of the

radiation pattern clo- cly follows the mc'AJulus of the reflection

profile, in the transverse or azimuth dire,'-'icdi, of the point-like

scatterer. In this way, a very niarrow beam Is formed fromi- a large,

distorted antenna array provided that thf. adaotlve beamforming

target driving tne process reradiates like a point source. A corner

reflector has been found to emulate such a tajzr~et- very well.

Table 1 describes the algorithmn. Following compensation f'or

known gain vari~ations in the anterina eler-ýnt3- (step 2), the saystemr

searches through ranwe for that range tin in which the niocrali.Zed

variance of the amplitudes of the echoes across the aLrray is the

smallest (step 3). It designates that range bin as the ref!erencte

bin and calls its ranige P- .' It, then non ',;Jagates the phase~s at P.0to

form the weight vector, phase shifts all E.(ncrios by the weight vaotor

(steps 14 and 5), focuise:3 the array at all ranges (,steap 6), aiid scans

the array in azimuth to form the two-dimeri-i~oit.il imnage (steps 7 and

8). This algorithm is sometimes called heminliaum 'rariarice alge-

rithm (MVA) arid sometilmA-s t1he crnpt5 algor'JIth1 (USA).

2.L Reference Target of Opport-nL~ify

In imag in. - ;i'rf rý tje ronci is not, -o*2oible to

implant an art ifi:ia" !arget sUch EIS el corner reflector- in t-he

general, area if tt-. target. Nor can it be assuirT1-ý, t.hal. point--li'e

targets ofrpo-n 5(-~I. b in thf egý brur of the airplanie.

Hence the p~-ocedu.,'- d per-,s: uponi Lhe e-i-r~enle of neo mr

onE, o M01)



TABLE 1. STEPS IN RADIO CAMERA IMAGING (FROM [27],[23])

Seep
I Mca.sute and store complex en- i',,a,.-

velopes of echo samples
range bin--"' 'l-clcncnt numbcr

2 Correct ampliiudes by dividing e i

by element pattcrn estimate I.

3 Find Ro such that A0. - A, /le 0.
all n

4 Phase rotate at R, by phase
conjugate in relation to refer- AeJ'"

ence clemcrt, Cxp j(4'X; - q'0.)

5 Phase rotitc at all range ele-
ments

6 Focus at ca,:li range R, , _/t- )I . ,

7 Piha;e shift lincady with angle B,,,e-k"
N

8 Sum at each range elcnent i,(u)- . ,

suitable reflectors on the aircraft itself.

It is evident that the smaller the range --ell, the larger the

probability that a range bin containing a single dominarnt reflector

exists. 100 experiments on approximately 30 aircraft were conducted

to detennine the statistics. Data were taken at X-band (X = 3 cm)

at the Valley Forge Research Center of the Uri versi tv of

Pennsylvania. The aircraft, flying at distances from 3 to 30 km

from the laboratory, were primarily commercial airplanes flying into

the Philadelphia Internatioajl Airport; some were military aircraft

associated with the Naval Air Station in Willow Grove, PA. When the

range cell was 1 m, a suitable beamforming source was available in

approximately 9.0% of the exper'iments. When the range cell was

8
increased to 3 ri, the success rate dropped to approximately 25%8. A

1 m rang- cell was employed in the imagery shown in Figures 1-3.
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2.3 Efficacy of Adaptive Beamforming

Figures 1-3 show the crucial importance of adaptive beamforming

in large imaging systems. Their lower portions show imagery from thtu

same data sets without the self-calibration procedure. The image of

each such unphase-corrected echo sequence is a hopeless jumble of

pixels.

3. SPATIAL RADIO CAMERA

The term "radio camera'"9 was introduced to capture the idea of

a picture-taking instrument at radio or radar wavelengths. It is

characterized by an aperture large enough to provide the desired

azimuthal or transverse resolving power but, because of its large

size, is intrinsically distorted beyond the tolerance permitted by

diffraction theory. Compensation is provided by the adaptive beam-

forming procedure.

3. 1 32-Receiver Experiment

A bistatic radar configuration was employed in the experiment

that produced the aircraft image of Figure 1. The X-band transmitter

radiated a 1 kw peak-power pulse of 7 ns duration. The range cell,

therefore, was 1 m, and the radiated and received bandwidth was 150

MHz. The antenna was a 1 .2 1 paraboloid mounted on a mechanically

steerable pedestal. The receiving array consisted of 32 X-band

receivers deployed on a laboratory roof in an irregular line. The

receiver spacings were approximately 1 m. The size of array, there-

fore, was approximately 1000 times the wavelength. Diffraction
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theory teaches that the beamwidth cf a diffraction-limited antenna

is (in radians) about the reciprocal of its size as measured in

wavelengths 3 '0 After ABF, which converted the system from a

highly irregularly placed set of antennas to a diffraction-limited

pihased array, the radiation pattern that was formed exhibited a

beamwidth of 10-3 rad or 1 mr, as expected. At the nominal target

distance of 3 km, the transverse dimension of the resolution cell

was 3 m. The receiver cabinets were propped up on cinder blocks to

an elevation of approximately 300. Each cabinet had a horn antenna

19 x 14 cm and a horizontal beamwidth of 120. The pointing angles

and pat-tern orientations diffeued 6umewhat fcom r eceiver to

receiver.

Each antenna in the receiving array received a modulated RF

wave consisting of the echoes of targets and clutter from the trans-

mitted pulse. The receivers were fully coherent in the sense that

all oscillators were frequency-and phase-locked to a 120 MHz master

oscillator in the system. Its waveform is frequency-multiplied

several times to provide the transmitter RF and the required local

oscillator waveforms. The received RF waveforms were detected in

each receiver, coherently quadrature demodulated, sampled at a 200

megasamp]e per second rate and each quadrature sample was converted

to an 8-bit digital word.

3.2 Signal Proccz-ing



The sampled and stored data are the complex field amplitudes

re-ceved by the antennas and measured in the receivers. The function

of the sigr processor is to transform these data into an image.

The large size of the aperture precludes the possibility that it is

undistorted. As a consequence, the argument of each measured complex

field amplitude is in error by the altered phase delay from scat-

terer to antenna due to the misplacement of each antenna from its

design position. The adaptive beamforming algorithm described ear-

lier corrects this error. Without such correction the measured

phases are garbled and the resulting image is a jumble of pixels.

The lower picture in Figure 1 i3 an example.

4. TEMPORAL RADTAL CAMERA (ISAR + ABF)

Synthetic aperture radar (SAR) 1112,1 3 ,14 was a monumental

invention of the early 1950's. Deviations from nonaccelerating

flight due, for example, to wind gusts distort the synthetic

apertlre. Measurements can be made within the airplane with pen-

dulums or other inertial devices to note the instantaneous

acceleration of the platform, from which the instantaneous vector

deflection from straight line flight can be calculated. In turn,

these measurements can lead to phase corrections made ino-the local

oscillator of the receiver or in the data set to correct for the

aperture distortions. In this way, SAR systems are able to compen-

sate for deviations from straight line, constant speed flight.
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Not so with inverse synthetic aperture radar (ISAR), however.

Although the concept was a product of the same decade, the problem

of phase compensation is intrinsically more complicated and has

delayed ISAR's application. In contrast to SAR the aircraft is tile

target and the radar is on the ground or on some arbitrary platform.

The target motion is used to synthesize an extended aperture which

can then image the airplane. As a consequence, the radar has no

means for obtaining the mechanical measurements of instantaneous

aircraft, position and correcting the Lradar data accordingly. This is

exactly what adaptive bearmforming can do, however. Thus radio camera

proces3ing is directly applicable to 1$AH. Time repiaces the spatial

dimension. That is, the radar waveformn received as a result of the

nth transmission (of N) is treated in the signal processor as if it

were the nth antenna element in an array of N antennas.

Figure 2 shows an airplane imaged in this fashion. The aircraft

is a Boeing 727 flying at 3.2 km from VFRC. The same antenna and

transmitter described in the earlier section were used for this ISAR

experiment. Only a single receiver was employed, however, and it was

driven by the same 1 .2 m dish used for the transmitter. Tho radar

was operated in a conventional monostatic fashion. The pulse length,

as before, was 1 m. The lower portion of the figure shows the image

from the same data sequence without the phase corrections introdi~ced

by adaptive beamforming. As before, the image is useless when phase

compensation for the geometric distortion is not applied.
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5. SPATIAL-TEMPORAL RADIO CAMERA (COMBINED ISAR AND RADIO CAMERA)

Because the same signal processing is applied to both the

soatial and the temporal systems, it is not unreasonable to assume

that they may be combined into a common spatial-temporal imaging

system.

Figure 5 illustrates 'irhe procedure with two receivers. A trans-

mitter is colocated with one receiver. The target is an airplane.

Synthetic apertures are formed by each receiver. The combined data

from the two antennas form the total data set. Adaptive beamforming

compensates for flight path deviations in each of the synthetic

apertures, and also compensates for the unknown jump in phase be-

tween the two data sequences. The upper image of Figure 3 was formed

in this manner. The two receiving antennas were 25 m apart, tne

aircraft was flying at approximately 250 knots transverse to the

line-of--sight, the interpulse period was 2.5 ms and the number of

pulses integrated was 85. The radar wavelength was 3 cm.

7. SUMMARY

Microwave raaar has now matured to the point where aircraft

free of 3 clutter background can be imaged in two dimensions with

sufficient resolution to recognize the target. While the experi-

ments were performed from the ground, there is nothing in the nature

of the techiiques described in this paper to preclude their ap-

plicbility to airborne or space platforns. High resolution in the

range dimension reqLlx•es a large bandwidth. For example, 150 MHz is



needed to achieve one meter in range. Such bandwidth can be

achieved with existing design procedures and componeats.

The same is not true in the orthogonal dimension, however.

High angular or cross--range resolution requires an aperture, so huge

as to be intrinsically distorted, often making it impossible to form

a highly directive main lobe.

Electrical distortion (primarily phase errors) will accrue

through mistunings, impedance mismatches and component drift with

age and temperature. A self-calibrating technique called adaptive

beamforming (ABF) successfully overcomes such distortion and cor-

rectlv reconstructs the main beam properties. Such an instrument is

called a radio camera. The same procedure compensates for fliSht-

path distortion in airborne targets that are in the clear, thereby

permitting ISAR imaging t. work satisfactorily. Because the signal

processor is the same in the two systems, the combination of ISAR

and ABF is called a temporal radio camera. Further, because the

same adaptive beamforming procedure solves both problems, they may

be combined to form highly thinned, huge imaging arrays. Figures I-

3 demonstrate the quality currently being achieved by these three

imaging configurations.
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